### 2.13 Exercises

Problem 1 Using an eigenvector/eigenvalue analysis, solve (a)

$$
\left\{\begin{array}{ccc}
1 & 1 & -2  \tag{2.463}\\
1 & 2 & -1 \\
-2 & -1 & 6
\end{array}\right\}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right]
$$

and (b)

$$
\left\{\begin{array}{ccc}
1 & 1 & -2  \tag{2.464}\\
1 & 2 & -1 \\
1.5 & 2 & -2.5
\end{array}\right\}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
1 \\
0 \\
1
\end{array}\right]
$$

Problem 2 (a) Find the ranges and null spaces of

$$
\mathbf{A}=\left\{\begin{array}{ccc}
2 & -1 & 1  \tag{2.465}\\
3 & 2 & 1
\end{array}\right\}
$$

and calculate the solution and data resolution matrices. (b) Let there be a set of observations $\mathbf{y}$, such that

$$
\mathbf{A x}+\mathbf{n}=\left[\begin{array}{l}
1  \tag{2.466}\\
2
\end{array}\right]
$$

This problem is clearly formally undetermined. Find the solution which minimizes

$$
\begin{equation*}
J=\mathbf{x}^{T} \mathbf{x} \tag{2.467}
\end{equation*}
$$

and compare it to the SVD solution with null space set to zero. What is the uncertainty of this solution? (c) Now consider instead

$$
\mathbf{A}=\left\{\begin{array}{cc}
2 & 3  \tag{2.468}\\
-1 & 2 \\
1 & 1
\end{array}\right\}
$$

and the formally overdetermined problem

$$
\mathbf{A x}+\mathbf{n}=\left[\begin{array}{c}
1  \tag{2.469}\\
2 \\
-1
\end{array}\right]
$$

and find the least-squares solution which minimizes $\mathbf{n}^{T} \mathbf{n}$. What is the uncertainty of this solution? How does the solution compare to the SVD solution? (d) For an arbitrary A, solve the leastsquares problem of minimizng

$$
\begin{equation*}
J=\mathbf{x}^{T} \mathbf{x}+\boldsymbol{\alpha}^{-2} \mathbf{n}^{T} \mathbf{n} \tag{2.470}
\end{equation*}
$$

and re-write the solution in terms of its SVD. Discuss what happens to the small singular value contributions.

Problem 3 There is one observation

$$
\begin{equation*}
x+n_{1}=1 \tag{2.471}
\end{equation*}
$$

and a priori statistics $<n>=<x>=0,<n^{2}>=1 / 2,<x^{2}>=1 / 2$. (a) What is the best estimate of $x, n$ ? (b) A second measurement becomes available,

$$
\begin{equation*}
x+n_{2}=3 \tag{2.472}
\end{equation*}
$$

with $<n_{2}>=0,<n_{2}^{2}>=4$. What is the new best estimate of $x$ and what is its estimated uncertainty. Are the various a priori statistics consistent with the final result?

Problem 4 Two observations of unknown $x$ produce the apparent results

$$
\begin{align*}
& x=1  \tag{2.473}\\
& x=3 \tag{2.474}
\end{align*}
$$

Produce a reasonable value for $x$ under the assumption that (a) both observations are equally reliable, and (b) that the second observation is much more reliable (but not infinitely so) than the first (make some reasonable numerical assumption about what "reliable" means and state what you are doing). Can you re-write eqs. (2.473,2.474) in a more sensible form?

Problem 5 For the Neumann problem in the last example, let the right-hand boundary flux condition be unknown, but from the forward solution computed in the example, determine as best you can the values of the missing boundary fluxes, from knowledge of $\mathbf{x}$ on the interior grid points.

Problem 6 Two observations of 3 unknowns, $x, y, z$ produce the apparent result,

$$
\begin{align*}
& x-y-z=1  \tag{2.475}\\
& x-y-z=3 \tag{2.476}
\end{align*}
$$

Discuss what if, anything, might be inferred from such a peculiar result. You can make some sensible assumptions about what is going on, but say what they are.

Problem 7 The temperature along an oceanic transect is believed to satisfy a linear rule, $\theta=$ ar $+b$,where $r$ is the distance from a reference point, and $a, b$ are constants. Measurements of $\theta$ at sea, called $y$, produce the following values, $r=0, y=10 ; r=1, y=9.5 ; r=2, y=$ $11.1, r=3, y=12$. (a) Using ordinary least-squares, find an estimate of $a, b$ and the noise in each measurement, and their standard errors. (b) Solve it again using the SVD and discuss, via the resolution matrices, which of the observations, if any proved most important. Is the solution fully resolved?

Problem 8 Consider the system of equations

$$
\left\{\begin{array}{ccc}
1 & 2 & 1  \tag{2.477}\\
1 & 2.1 & 1
\end{array}\right\} \mathbf{x}+\mathbf{n}=\left[\begin{array}{l}
1 \\
2
\end{array}\right]
$$

Using the SVD, compare the solutions at ranks 1, 2 for the two cases of

$$
\mathbf{R}=\mathbf{I}_{2}, \mathbf{R}=\left\{\begin{array}{cc}
1 & 0.99999  \tag{2.478}\\
0.99999 & 1
\end{array}\right\}
$$

How do the rank 1 solutions differ in their treatment of the noise? What is the difference in the solutions at rank 2?


Figure 2.15: Three box model describing tracer movement as depicted.

Figure 2.15 depicts a simple "box-model". There are concentrations $C_{i}$ in each of three boxes and the mass flux from box $i$ to box $j$ is $J_{i j}>0$. Box " 0 " corresponds to externally imposed conditions. (a) Write the simultaneous equations for mass conservation in each box. (b) Let the concentration source or sink in box $i$ be denoted $q_{i}$. Write the simultaneous equations for concentration steady-state in each box. (c) Initially all $J_{i j}$ are thought to be about 8 (this is a not very sophisticated way of dealing with the positivity constraint on $J_{i j}$ ) and measurements show $C_{0}=5, C_{1}=3, C_{3}=1, q_{1}=20 \pm 2, q_{2}=-2 \pm 2, q_{3}=8 \pm 10$. Assuming the measurements of $C_{i}$ are perfect, make a better estimate of $J_{i j}$, by finding the various corrections $\Delta J_{i j}$. (d) Assuming $<\Delta J_{i j}>=0,<\Delta J_{i j}^{2}>=10$, find a solution using the truncated and tapered SVD and the Gauss-Markov Theorem. Find the uncertainty of the estimates. (e) Solve the problem by linear programming without using the a priori variances, but enforicing the positivity constraints on the $J_{i j}$.

Problem 9 For the Laplace-Poisson equation $\nabla^{2} \phi=\rho$ with Dirichlet boundary conditions in a square domain, put it into discrete form and code it on a computer so that it can be written,

$$
\begin{equation*}
\mathbf{A x}=\mathbf{b} \tag{2.479}
\end{equation*}
$$

\{probl3\}

Choose any reasonable dimension for the number of grid points or finite elements or basis functions. Confirm that $\mathbf{A}$ is square. (a) For any reasonable boundary conditions $\phi_{b}$ and values of $\rho$, solve (2.479) as a forward problem (b) Add some random noise to $\phi_{b}$ and solve it again. (c) Omit any knowledge of $\rho$ over some part of the domain and find at least one possible solution (you could use least-squares). (d) Omit any knowledge of $\phi_{b}$ over some part of the domain and find at least one possible solution. (e) Suppose $\phi$ from (a) is known over part of the domain, use that knowledge to help improve the solutions in (b-d).

Problem 10 At rank 2, the SVD solution is $\tilde{\mathbf{x}}=[0.27,-1.3,-0.55,-1.55]^{T}$ which differs from the true solution by the nullspace vectors. How does one interpret this solution?

Problem 11 Describe and discuss the above solution when $k^{2}<0$.

Problem 12 By the same methods used in this last example, study the behavior of the solution to the modified Bessel equation

$$
r^{2} \frac{d^{2} x}{d r^{2}}+r \frac{d x}{d r}-r^{2} x=0, a \leq r \leq b
$$

Problem 13 Consider the simultaneous equations, $\mathbf{A x}=\mathbf{y}$,

$$
\left\{\begin{array}{ccc}
1 & 1 & -1 \\
2 & 1 & 1 \\
-1 & 0 & -2
\end{array}\right\}\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right]=\left[\begin{array}{l}
1 \\
2 \\
2
\end{array}\right]
$$

(a) Using a numerical routine for symmetric matrix eigenvalue/eigenvector problems (i.e., do not use a singular value decomposition program such as MATLAB's SVD), find the singular value decomposition for the matrix $\mathbf{A}$. (b) Find the null space and ranges of $\mathbf{A}, \mathbf{A}^{T}$ (c) Using the singular vectors and singular values, find the general solution to the equations and explain the behavior of this solution. Are there any residuals? (d) Find the resolution matrix for the solution and for the "data", $\mathbf{y}$.

Problem 14 You have five data points, $y_{t}=1,-2,-3,-2,-1, t=0,1,3,4,5$ and you have reason to believe they are given by a reduced Fourier Series

$$
\begin{equation*}
y_{t}=a \cos (2 \pi t / 6)+b \sin (2 \pi t / 3)+n_{t} \tag{2.480}
\end{equation*}
$$

where $n_{t}$ is noise. Solve this problem for estimates of $a, b, n_{t}$ in three ways (a) As an ordinary least-squares problem. (You can use a matrix inversion routine if you wish.). (b) As an underdetermined problem in 7 unknowns. (c) By the singular value decomposition (you may use an svd routine if you want). Explain the differences among the solutions. (d) The noise variance is believed to be $<n_{t}^{2}>=1.5$. Make an estimate of the uncertainty in your estimates of $a, b$.

Problem 15 Extend the discussion of determining a mean in a correlated time series (P. 135) to the problem of finding a trend, and calculate the dependence of the slope of the trend on the correlation.

Problem 16 (a) Set up the Neumann problem as in Problem 9 and show explicitly that there is a solution and "observation" null space. Interpret them. (b) Let the normal boundary condition be $\partial \phi / \partial n=3$ everywhere. Is there any difficulty? What is its character, and how might it be dealt with?

Problem 17 For the Neumann problem, write the model equations with error terms, and solve the problem with additional information providing estimates of $\phi_{i j}$ at several grid points (rendering the problem formally overdetermined).
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