14.31/14.310 Lecture 2



Probubility
Let's start ovt with some deinitions

A sample space S is a cdleckion of al possible ovicomes of
an experiment.

An event A is any collection o{ ovtcomes (’\V\dvd'\\nﬁ
individual ovtcomes, The enfire sample space, the il set )

£ the outcome is a member of an event, the event is said
Yo have ocewrred

Event B is contaived n event A s every ovicome in B aso

bClOV\ﬁS Yo A.




P\robabili’rﬁ

These are sefs, so we vee many o{ the same dzjg‘m'\’ﬁows (e. 4.
ntersection, wion, com?leme\n’r), and, all vesults \Crom set
’f‘/\eorﬂ apgln (e.ﬁ., associative, commvtative, distributive

properfies Here are some other \)se,{v! results:

EA B then AUB =B
FAcBadBcAthen A=H
EA ¢ then AB = A
AVA: = S




P\robabili’rﬁ

These are sefs, so we vee many o\c the same dmcm'\’ﬁows (e. 4.
ntersection, wion, com?leme\n’r), and, all vesults \Crom set
’f‘/\eorﬂ apgln (e.ﬁ., associative, commvtative, distributive

properfies Here are some other \)se,{vl results:

/This is how we indicate “contained, in”

EA B then AUB =B
FAcBadBcAthen A=H
EA ¢ then AB = A
AVA: = S




P\robabili’rﬁ

These are sefs, so we vee many o\c the same dmcm'\’ﬁows (e. 4.
ntersection, wion, com?leme\n’r), and, all vesults \Crom set
theory apply (e.ﬁ., associafive, commutative, distributive
?ro?e\r’ﬁesg. Here are some other \)se,{vl results:

/ This is how we indjcate “wion”

EA B then AUB =B
FAcBadBcAthen A=H
EA ¢ then AB = A
AVA: = S




P\robabili’rﬁ

These are sefs, so we vee many o\c the same dmcm'\’ﬁows (e. 4.
ntersection, wion, com?leme\n’r), and, all vesults \Crom set
’f‘/\eorﬂ apgln (e.ﬁ., associative, commvtative, distributive

properfies Here are some other \)se,{vl results:

EA B then AUB =B
FAcBadBcAthen A=H
EA ¢ then AB = A

AVA«= S
\

This is how we ndicate
) complement ’




P\robabili’rﬁ

These are sefs, so we vse many of the same defivitions Ce. 4
ntersection, wion, com?leme\n’r), and, all vesults \Crom set

’f‘/\eorﬂ ap

(e.ﬁ., associafive, commutative, distributive

l
propert \eeg.U Here are some other \)se,{vl results:

EA ¢ then AD
AVA: = S

EA B then AUB =B
FAcBadBcAthen A=H

- A

AN

Tis is how we indicate intersection”

n ?robabili’ﬂj




P\robabili’rﬁ

Two dz{ivﬁ’ﬁoms where Probab'\li’fﬁ ’f‘/\eorﬁ sometimes vses
d’\\C\Cerew’f ’reww\\nolom than <et ﬂneorﬁ'-

A and B are mutually exdusive (disioint) it they bave wo
ovTcomes n common,

A and B are exhavstive (com?lemen’f ang) '\\[ Their wion is

S.




P\robabili’fﬁ”’dmcmi’ﬁow
We will assi 4n every event A a wumber P(A), which is the
probubility the event will ocewr (P:S-->R).
We require That
. LAY »= 0 doral AcS
2. PS) =1
3. For any sequence of dis)oint sefs A A,
PUA) - ZPOA)

A probabilitu on a sample Space S s a collection o\[ nmbers
PCA) that sa’ﬁs\gj axioms 1-3.




P\robabili’rﬁ

Ove can prove a lof of vseul things abovt probadilifies vsing
set theory Well st state some.

PLAS) = I-P(A)

P(p)=0

£ A ¢ B then P(A) <= P(B)

For dl A, O <= P(A) <= |
PLAVD) = P(A) + P(B) - P(AB)
PLABY) = P(A)-P(AD)



P\robabili’rﬁ

An important special case:

vaose yov have a fivite sample space. Let The fnction
n(.) qive the vumber of clements n a set. Then detine
PLAY = WAY/WS). This is called a simple sample space,
and it 1s a ?robab'\li’ﬂﬁ. | -
(Check: 1. PCA) will alwaﬁs be V\OV\'V\CﬂaﬁVC becavse its a
comt. 2. PS) will equal |, b3 defivivion. 3. P(AUB) -
W%@VB)/ n(S) = n(A)/WS) * wB)/nS) = PA) +
P9).)




P\robabili’rﬁ

Powerful notion:  [§ you can put an experiment info the
bramework. of a simple sample space (.e., a sample SpOCe
where all ovtcomes are ea}uall“ likeln), all Yov V\eecf Yo do is
comt Yo compute probubilities of events.

What's the P\robabili’fn fak the sum of the faces of two fair
dice come vp 4 when rolled?

nS) = 6x6 = 36 Usl, 152, 153, |4, 145, 146, 24, . . .)
W(A) = 3 (43, 252, 34)
s0 PCA) = 3/36 = 1/12



P\robabili’rﬁ

£ the state of Massachusetts issves 6-character license plates,
using one of 26 letters and 10 d q'\"‘:s randomly for each
chavacter, what is the probab'\li’rﬂ af | will veceive an all-
digit license plate?

nS) = 3% possibilities bor each of 6 characters = 36¢ =
2.176b

n(A) = 10 possibilities bor each of 6 characters = 10° = Im
s0 P(A) = .0005

This 15 called sam?lmﬁ with re?laceme\n’f.




Probubility
What if Massachvsetts does vot revse a letter or di 3’\’(2

Now, i the sample Space, Yhere are 36 Possibili’ﬁes {or the
I character, 35 left for the 2 and s0 on. w(S) =

36x35x34x33x32x3 = 36'/30!.

S’\W\ilarlﬁ, n The event, there are 1O Possib'\l'\’ﬁes \Cor the |f

chavacter, 9 lett for the 2 and so on. w(A) =
|0x9xBxXTx6%5 = 10/4

s0 PLA) = .000

This 1s called sam?lmﬁ withoot replacement.




Probubility
What if Massachvsetts does vot revse a letter or di 3’\’(3

Now, i the sample Space, Yhere are 36 Possib\li’ﬁes {or the
I character, 35 left for the 2 and s0 on. w(S) =

36x35%34%33x32x3l = 36!/30!.

S’\W\ilarlﬁ, n The event, there are 1O Possib\l'\’fies \Cor the |f
chavacter, 9 lett for the 2 and so on. w(A) =
OxBxTx6x5 = 10'/4! We write n' for

s0 P(A) = .000 nxnDx. . . 3x2x

This 1s called sam?lmﬁ withoot replacement.




P\robabili’rﬁ

To compvte these probbilities, all | did was comt.  Some
\[omaj COUV\TiV\ﬁ, Yo be sure, DUt \')vs’f comting. Here are
some nies for wca\nuj cownfing (combinatori c§)=

. 1 an experiment has fwo parts, birst one having m
possibilities and, reqardless of the ovtcome in the first
part, the second one \z\avmﬁ n possibilities, then the
experiment has mxn possible ovteomes.



P\robabili’rﬁ

2. A\nﬂ ordered arvangement of ob\ects is called a
permvtation.  The vumber of ditferent permyiations of
N obects is N The vumber of different permyiations
of n obiects Yaken from N objects is NAN-n)

3, A\nﬁ wiordered, arvangement of dbiects is called, a
combination.  The number of different combinations of w
ob\'\ec’fs Yoken \C\rom N nb\.ec’fs 1S N'./SL(N’V\)!V\'.}. We
tupically devote this N "N choose n.”

spically ()




Probubility=—-examples
All candidates for the Republican

Presidential nomination gather
onsTage for an event.

How many handshakes are
exchanged it everyone shakes

everyone else's hand?



Probability=—-examples
All candidates for the Repblican

Presidential nomivation qother
onstage {or an event,

How many handshakes are
exchanged it everyone shakes

everyone else’s hand?
(2) = 9%6/2



onbablh’ﬂj”'examples

We have 40 facult " oftices in the renoated E52. (Assume

thewre in a confivous line. ) £ 40 {:a(,\)l‘\'ﬂ members are

placed rawoloml\ﬁ n the otfices, what is the probdility that
Esther and | are vext To each o’fb\eﬂ
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onbabili’fﬂ”'examples

We have 40 taodt " oftices in the renoated E52. (Assume

w%‘n n a confinvovs line.) 1+ 40 {acvl’ﬂﬁ members are
placed m\ndoml\ﬁ n the otfices, what is the probadility that

Esther and | are next o each other?
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P\robab\h’r“’”examgles

We have 40 \Cac\)l’ﬂﬁ offices in the venovated E52. (Assume

mﬂ re in a continvous line.) I\C 40 \Cacvl’r members are

placed randomly n the o%ces what s ’ﬂ/\e probadility that
Esther and | are vext Yo each o’ﬂ/\er’?
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Probabili’ﬂj’”a pre-lwch example

The Area For meny containg six Veﬁc’f arin pizza § 0ppings and
\C'\ve V\on'veﬁe’farian piz2a ’roP?iV\ﬁs'-

Caramelized Onions, Pickled Banana Peppers, Mushrooms, Green Olives: $1.50 | $3

Arugula, Sopressata, Sausage, Bacon, Chicken *: $2.50 | $4
2 Farm Eggs *- $3.5
Marinated White Anchovies *: $5/8

£ 1 write each on a piece of paper and. randomly choose two, what
is The Probabili’rﬂ that | end up with a piza Hat has one vey
and, one non-vey ’fowmﬁ'z

23



Probabilit Y~a pre-lwnch example

F\Y‘ST characterize the SQW\P‘C SP&CC S

(M \/z> (M V3), (M \lﬂ ..... VEND,
(\II 2, .. nS) = ( )

(Are all ov’r comes equally l\kew Yes
Now characterize A:

A= VND, (MND), L
(Vo,ND), (VaN2), . .,
(VaND), ... 7 wlA) = 6x5 =30

So the ?robab'\li’fﬂ is WA/ WS) = 30/55

\./n



Probabilit Y~a pre-lwch example

In general, | colld have chose w Toppings and asked what is
the probability ’dna’r' my ?iz'za had v, vegetarian Toppings '
and w, non-vegetarian Toppings. There wold, then, be (V\ )
Ny : 5 e
possibilifies For the veq foppings and ( ) tor the von vey
’fowmﬁs. In other words, ’

6 ()

)\)(v\\\feg)v\lvxomfc%) = _ \
(4]




Probabilit Y~a pre-lwch example

In general, | colld have chose w Toppings and asked what is
the probability ’dna’r' my P’\'L"La had v, vegetarian Toppings '
and w, non-vegetarian Toppings. There wold, then, be (h )
Ny : 5 e
possibilifies For the veq Toppings and () For the vion vey
’fowmﬁs. In other words, ’

6 ()

?(nlveg,mlvxovvw%) i
(w

We will vefer back to this example as the busis
bor a special distribvtion, the ‘n\j\;erﬁeome’fric.%




P\robabilihj’"indzpewdmce

I¥s qowng Yo be important bor s, qoing Forward, %o be able o
Talk aovt the relafionship between probabilistic, or
stochastic, events. The most fundamental of these

rela’ﬁovxships 15 \V\dzgevxolmce.

Events A and B are independent it P(AB) = PAYP(B).

That defivition doesnt seem very infuitive, and most of s
?robablﬁ think that we have a ﬁood, intitive sense of what
'w\dz?e\ndm’r events are.  Just be ca\re{:vl, ’rhovﬁh, becavse
that intuition can be misleading.




P\robabilihj’"indzpewdmce

Suppose yov Yoss one die. Consider the event, A, that Yov
roll & wumber less Than 5, and the event, B that uou voll
an even vumber.  Ave These events independent?  (How
cod they be?---they vely on the same vl of o die.)

Yes, they are. Lets check: P(A) = 2/3. P(B) = 1/2.
P(AB% =1/3. (AD is rolling an even vumber less than 5,
e, 2or &) and PCAPB) = P(AB). (The proper
intuition abovt independent events is That kinowiing one
event occurred doesnt give You any information abovt

whether the other occurred.)



P\robabilihj’"indzpewdmce

Thm I A and B are independent, A and B are also
independent.

Pt PLARS) = PLA)-P(AB) = P(A) - PLAYP(B) = PLANI-
P(B)) = PCAP(B)

For wore than two events, we define independence The same
way~=~The events are independent ik the probudility of

their intersection is equal Yo the product of their
probailities.



Probabilit uj’”example

S’fe?h er\ds 3pt F&a percentage
is 44%. (Assume independence
of shots.)

What is the probubility that be
misses Yhe vext three shots he
Yakes, and then makes the taree
abter fat?




Probabili’fﬁ’”exam?le

What is the probubility that be
misses the vext three shots he
Yokes, and then makes the tlree
abter fat?

Plmiss YP(miss Plmiss YP(make)

Pimake )Pimake) = 56%x.442
= .05

(same as any parﬁcv/ar sequence

of 3 misses and 3 shots made——-
order wont watter,)




Probabili’fﬁ’”example
What is the P\robab'\li’fﬂ AR

misses Tree and, makes three of
the viext six shots he Takes?

Just VV\\)“\"\PM the ?robab'\li’r“ of any
one such sequence (.oI5) b\ﬁ ’ﬂne
number of such SeqUeNces (3)
( = 20), and that
eatva\s .30.




Probabili’fﬁ’”exam?le
What is the P\robab'\li’fﬂ AR

mokes al least one <hot?

Well cerfainly cold caleviate
?robabil'\’rn that he makes one,
the ?robabil'\’ﬂﬁ he makes fwo,
efe., and add those. Theres an

easier wouj'-

P(makmﬁ o least one shot) = |-
Plnot W\akmﬁ a\nﬁ) =| - 56°
= .99,




Probabili’fﬁ’”example
What is the P\robab'\li’fﬂ AR

mokes al least one <hot?

Well cerfainly cold caleviate
?robabil'\’rn that he makes one,

the ?robabil'\’ﬂﬁ he makes two,
efe., and add those. Theres an

easier wouj'-

P(makmﬁ o least one shot) = |-
Plnot makmﬁ a\nﬁ) =| - 56°

- %0 We will vefer back to this example as the busis
bor a special distribution, the bivomial.




P\robabili’rﬁ”’comli’ﬁoml gvobabili’ﬂj

Recall that kV\OWiV\ﬁ that two events are independent means
that the oceurrence (or vonoceurrence) of one event doesn't

Yell You av“j’dn'w\ﬁ about the other.

But what if we bave two events where the occurrence of one
event actually tells vs something relevant about the
probailit Y o? another event? How can we alfer the
?robab'\li’nj of the second event a?‘)ro?ria’feln?

The ?robabil'\’ﬂﬁ of A conditional on B PAB), is PLAB)/
P(®), ASSUMIng P(®) > 0.




P\robabili’rﬁ”’comli’ﬁoml ?vobabili’ﬂj

Recall that kV\OWiV\ﬁ Yhat two events are '\V\dq;endm’f means
that the oceurrence (or vonoceurrence) of one event doesn't

Yell You avnj’dn'w\ﬁ about the other.

But what if we bave two events where the occurrence of one
event actually tells vs something relevant about the
probailit Y o‘e another event? How can we alfer the
?robabili’ﬂj of the second event awro‘)ria’feln?

The ?robabil'\’ﬂﬁ of A conditional on B PAB), is PLAB)/
P(B), assvm'\\nﬁ P(®) > 0. Tink abovt reolz\civxmﬁ both

the event and savmgle space
based. on view information.




P\robabili’rﬁ”’comli’ﬁoml gvobabili’ﬂj

What is the relationshi p between iV\dﬂpeV\sz\ce and, conditional

?robab'\li’fﬁ?
Suppose A and. B are independent and P(®) > 0.

hewn,

PLAB) = PLAD)/P(B) = PLAYP(B)/P(B) = P(A).

This is consisTent with owr intuition-—9 occurring Yells vs
nothing abovt and, probability of A, s0 the conditional
?robabili’nj ectvals the vnconditional ?robabili’nj. (Note that
the implication qoes both ways:  PLAB) = FLA) ift A ¢

B independent. )



Probabilit !j’”exam?le

An inferesting part of the American plitical process is the
Tension befween winning over part ? faivbd o 4t the
nomivadion and being able Yo apped 1o broader buse of voters

n the ﬁe\r\eml election.

Les suppose these candidates have \[ollow'mﬂ probabilities of

w'ww\ivxﬁ Yhe vomination:

Tromp PCA) = 4
Crvz PA) = 3
Rubio P(A) = 2

Carson PCA,) = |



Probabilit !j’”examyle

Lets suppose that, conditional on winving The nomivation,
These candidates have \Collowmﬁ probbilities of winving the

ﬁemral election:

Trump POWIA) = .25
Crz POWIA) = 2
Rubio POWIA,) = 6

Carson POWIA,) = 4



Probabilit uj’”example

Lets suppose that, conditional on winving The nomivation,
These candidates have \Col\owmﬂ probbilities of winving the

ﬁemml election Tension embodied in
Trump POWIA) = .25 fuct that candidates
Crvz POWIA Y= 2 with ‘/\iﬂ‘/\er P\robabili’fn
2/ ok winving vomination
Rubio P('\'\AA3> =6 i ﬂh’f nol have Wi 3‘/\&
Carson P(\/\/lAﬂr) = & Probabi\i\'n o\f winning

3e\neml election.



Probabilit !j’”examyle

Lets suppose that, conditional on winving The nomivation,
These candidates have \Collowmﬁ probbilities of winving the

ﬁemral election:

Trump POWIA) = .25
Cr POWIA) = 2
Rubio POWIA,) = 6
Carson POWIA,) = 4

How can we compue The probubility of a Repvbliwm win i
the general election, POW)H?



P\robabili’rﬁ”’examyle
Lets do a little side calelation:
PCW) = PCWS)
= POWA VA, VALV AD)) becavse A-A, are

mut vall\ﬁ excusive and exavstive sets, a partition
= PAWA, VWA, V WA, V WA,)
= PAWA) + PIWA,)) + PIWA,) + PIWA,)
= POWIAPCA) + POWIAPCA)) + POWIAPCA,)
+ POWIAP(A,)




Probability——-example
Do, we st plug in Yo calevlate the probability of a Repblican

win in the ﬁe\r\eml election.
POW) = 4%x.25 + 3x.2 + 2x6 + Ix4 = 32



Probabilit uﬁ’”%\jes' Theorem

We've seen PLAD) = P(BIAP(A) = PLAB)P(H) ( rovided
P(A) > 0 and P(B) > 0), 50 can write P(A“?)) P(®
APLA)/P(B).

We've also seen P(B) = P(BIAP(A) + PBIAOP(AY).
So, PLAB) = P(BlA)P(A)/&P(B‘A)P(M + P(BIAYPLAN],.
(A 5 A form a partition of S. Th°”yes
You can do this with any partifion )
of S.)




Probabilit !j’”examyle

A reqrant woman lives n an area where the Lika virvs is
Ea’nrl\ﬁ rare=-1 in 1000 people have it. Still, shes
concerned, so she 4efs Yested. There s a 30001 bt ot
?er&c’f Yest %or the virs—1t gives posifive read\wﬂ with
probadility .9 ik the person has the virvs and a positive
reading with probability .05 ik the person does vot. Her
reading is posifive.

How concerned shod she be now?



Probabilit !j’”examyle

We can vee Banes' Theorem Yo calevlate The Probabil'\’fﬂ she
ac’rvallﬁ has the virvs conditional on her ?osi’ﬁve Yest.

P(Z) = .00 (weconditional Probabili’ﬂj o\c b\a\/’mﬂ Zika)

P(ZS) = 9
P+[Z) = ,
P(+[Z9) = .05

P(Z]+) - P(*(Z)P@)ﬂ?(*lZ)P@) + P+
= .01%less than 2% ?robabili’%“.
Surprising?

ZPZN



P\robabili’rﬁ”’examyle
How can that be?

The wconditional (prior) probudlify of her having The virvs
was quite low, 1/1000. We v?da’fed the ?robabili’fﬂ based
on the vesults of an '\W\?emtec’f Test, DUt since it's much
more likely That The Test was wrong (50 ot o} 1000
?eo?le without the virus Yest posi’ﬁve), o ?robabil'\’rﬁ ﬁe’fs
updated based on the positive Yest, bt it doesnt 4ef
vpdated that much. ¥ qoes from 000! 1o .0I0.
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