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Notes for the 11/2 lecture 

Definition 1: A random vector X has a nondegenerate (multivariate) normal distribution if it has 
a joint PDF of the form 

1 � � 
fX(x) = � exp − (x − µ)V −1(x − µ)T /2 ,

(2π)n|V | 

for some real vector µ and for some positive definite matrix V . 

Definition 2: A random vector X has a (multivariate) normal distribution if it can be expressed 
in the form 

X = DW + µ, 

for some matrix D and some real vector µ, where W is a random vector whose components are 
independent N (0, 1) random variables. 

Definition 3: A random vector X has a (multivariate) normal distribution if for every real vector 
aT , the random variable aT X is normal random. 

Theorem: Suppose X = (X1, . . . , Xn) is multivariate normal, in the sense of Definition 2. 

(a) For every i, Xi is normal, with mean µi. 

(b) We define the covariance matrix Cov(X,X) of X to be a matrix whose ijth entry is Cov(XiXj). 
Then, Cov(X,X) = DDT . 

(c) If C is a m × n matrix and d is a vector in �m, then Y = CX + d is multivariate normal in 
the sense of Definition 2, with mean Cµ + d and covariance CDDT C. 

(d) If |D = 0, then X is nondegenerate multivariate normal in the sense of Definition 1, with 
V = DDT . 

(e) The joint CDF FX of X is completely determined by the mean and covariance of X. 

(f) The components of X are uncorrelated (diagonal covariance matrix) if and only if they are 
independent. 

(g) If � � �� � � � � 
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and |VY | �= 0, then: 

(i) E[X | Y] = µX + VXY V −1 
Y Y (Y − µY ). 

X = X −E[X Y ]. Then, ˜(ii) Let ˜ |
˜

X is independent of Y. 

(iii) Cov( ˜ ˜ X,X) = VX − VXY V −1VY X .X,X | Y) = Cov( ˜
Y Y
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