
14.271: Industrial Organiza„on I 

Introduc„on to Empirical Models of Demand 
Tobias Salz 

*Lecture Notes are based on the most recent IO handbook chapters. 
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A brief introduc„on 

Tobias Salz 
− E52-460, OH by appointment 
− PhD from NYU 

− Research interests: 
− Decentralized market, in par„cular transporta„on markets. 
− Pla−orms and digital markets. 
− Consumer †nancial markets. 
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De†ni„on: The use of economic theory to develop mathema„cal statements about how observable“endogenous” variables are related to observable “explanatory” variables, and unobservable variables.
Counterfactual↔ Causal e•ects

− Structural models es„mate a feature of the environment that is invariant to some counterfactual.
The typical IO approach
− Phrase a ques„on in terms of a counterfactual
− Build the “primi„ves” of the model
− A‰en„on to ins„tu„onal details
− Simulate a counterfactual world and analyze outcomes of interest
− More recently, we also see more model tes„ng again

What is structural work? (I) 

2 / 34 



Counterfactual↔ Causal e•ects

− Structural models es„mate a feature of the environment that is invariant to some counterfactual.
The typical IO approach
− Phrase a ques„on in terms of a counterfactual
− Build the “primi„ves” of the model
− A‰en„on to ins„tu„onal details
− Simulate a counterfactual world and analyze outcomes of interest
− More recently, we also see more model tes„ng again

What is structural work? (I) 
De†ni„on: The use of economic theory to develop mathema„cal statements about how observable“endogenous” variables are related to observable “explanatory” variables, and unobservable variables. 

2 / 34 



The typical IO approach
− Phrase a ques„on in terms of a counterfactual
− Build the “primi„ves” of the model
− A‰en„on to ins„tu„onal details
− Simulate a counterfactual world and analyze outcomes of interest
− More recently, we also see more model tes„ng again

What is structural work? (I) 
De†ni„on: The use of economic theory to develop mathema„cal statements about how observable“endogenous” variables are related to observable “explanatory” variables, and unobservable variables. 
Counterfactual ↔ Causal e•ects 

− Structural models es„mate a feature of the environment that is invariant to some counterfactual. 

2 / 34 



What is structural work? (I) 
De†ni„on: The use of economic theory to develop mathema„cal statements about how observable“endogenous” variables are related to observable “explanatory” variables, and unobservable variables. 
Counterfactual ↔ Causal e•ects 

− Structural models es„mate a feature of the environment that is invariant to some counterfactual. 
The typical IO approach 

− Phrase a ques„on in terms of a counterfactual 
− Build the “primi„ves” of the model 
− A‰en„on to ins„tu„onal details 
− Simulate a counterfactual world and analyze outcomes of interest 
− More recently, we also see more model tes„ng again 

2 / 34 



− In IO the counterfactual of interest is o›en not observed in the data
− Typically, we want to know more than what happens in response to speci†c price change.

− What is consumer welfare under the monopoly price, even if the monopoly price is not observed in thedata?
− What are the equilibium consequences of some policy change? Hard to do GE experiments.

What is structural work? (II) 

It seems that di•erent †elds have di•erent appe„te for reliance on model assump„ons. 

Why does IO par„cularly emphasize the connec„on between theory and data? Why is there more relianceon model assump„ons? 
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The next two lectures — roadmap 

Goal: to teach you the essen„als of sta„c demand models, as they are used in modern empirical IO. 

Why model demand?
1. Consumer welfare analysis 
2. Back out supply parameters, such as marginal cost (o›en proprietary, accoun„ng cost not a good subs„tute) 
3. Quan„fy market power / markups 
4. Counterfactual analysis (pricing, mergers, conduct, regulatory interven„ons) 
5. Predict demand for new goods 
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The next two lectures — roadmap 

Goal: to teach you the essen„als of sta„c demand models, as they are used in modern empirical IO. 

(Con‡ic„ng) modeling objec„ves in this literature:
1. Ability to handle many products 
2. Can be es„mated with aggregate data 

3. Realis„c subs„tu„on pa‰erns 
4. Allow for unobserved product characteris„cs (“demand shocks”) 
5. Be able to deal with price endogeneity 

6. Maintain computa„onal tractability 
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Applica„ons of empirical demand models 

EC08CH02-Haile ARI 27 September 2016 19:7

1. INTRODUCTION
Over the past 20 years, there has been an explosion of empirical work using models of differentiated
products demand and supply that build on that in Berry et al. (1995) (henceforth referred to as
the BLP model). Initially this work focused on traditional topics in industrial organization such
as market power, mergers, or the introduction of new goods. But as Table 1 suggests, these
models are being applied to an increasingly broad range of markets and questions in economics.
A quantitative understanding of demand or supply is essential to answering many positive and
normative questions in a wide range of markets, and most markets involve differentiated goods.
Empirical models following Berry et al. (1995) are particularly attractive for such applications
because they incorporate both rich heterogeneity in consumer preferences and product-level
unobservables. The former is essential for accurately capturing consumer substitution patterns
(own- and cross-price demand elasticities); the latter make explicit the source of the endogeneity
problems that we know arise in even the most elementary supply and demand settings.

Until recently, however, identification of BLP-type models was not well understood. One often
encountered informal speculation—either that the models were identified only through functional
form restrictions or that certain model parameters were identified by certain moments of the data.
But there was no formal analysis applicable to this class of models. In this review, we discuss some
recent work on this topic, focusing primarily on results presented in Berry et al. (2013) and Berry &
Haile (2014, 2016).1 This work considers nonparametric generalizations of the BLP model
and provides sufficient conditions for identification of demand, identification of firms’ marginal
costs and cost functions, and discrimination between alternative models of firm behavior.

Table 1 Example markets and topics

Topic Example papers
Transportation demand McFadden et al. 1977
Market power Berry et al. 1995, Nevo 2001
Mergers Nevo 2000, Capps et al. 2003, Fan 2013
Welfare from new goods Petrin 2002, Eizenberg 2014
Network effects Rysman 2004, Nair et al. 2004
Product promotions Chintagunta & Honoré 1996, Allenby & Rossi 1999
Environmental policy Goldberg 1998
Vertical contracting Villas-Boas 2007, Ho 2009
Equilibrium product quality Fan 2013
Media bias Gentzkow & Shapiro 2010
Asymmetric information and insurance Cardon & Hendel 2001, Lustig 2010, Bundorf et al.

2012
Trade policy Goldberg 1995, Berry et al. 1999, Goldberg &

Verboven 2001
Residential sorting Bayer et al. 2007
Voting Gordon & Hartmann 2013
School choice Hastings et al. 2010, Neilson 2013

1We also make some use of a recent literature on the identification of simultaneous equations models, as represented by
Matzkin (2008, 2015) and Berry & Haile (2015).

28 Berry · Haile
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Working, QJE (1929): “In the case of pig iron,
however, Professor H. L. Moore †nds a “law of
demand” which is not in accord with Marshall’s
universal rule...”

Demand and Supply:

qDt (p) = βD + α · pt + �t

qSt (p) = βS + γ · pt + ηt
Equilibrium:

qDt (p
∗) = qSt (p

∗)⇔ p∗t =
βD − βS + �t − ηt

γ− α

Econometric Problem:

E[� · p∗] = E
h
� ·

�βD − βS + �− η

γ− α

�i
6= 0

The endogeneity/simultaneity problem 
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Working, QJE (1929): “In the case of pig iron, 
however, Professor H. L. Moore †nds a “law of 
demand” which is not in accord with Marshall’s 
universal rule...” 

3.3.1 Some History.

• Henry Moore (1914)’s O.L.S. analysis of quantity on price (an attempt to estimate demand
curves). Finds

– Demand curves for agricultural products sloped down

– Demand curves for manufacturing products sloped up.

• Working’s(1927) pictures. How do we connect equilibrium dots?

Figure 1: Working (1929 QJE)

• Needed assumption for O.L.S. on demand: E[✏|x, p] = 0, or even E[✏(x, p)] = 0 contradicts
model and common sense (at least if the auctioneer or the firm that is pricing knows or
discovers ✏). I.e. for this to be true there is nothing that a↵ects demand that the auctioneer
knows that the empirical analyst does not know.

• Similarly needed equation for ”supply” or price curve contradicts model

• Solve for price and quantity as a function of (x, w, !, ✏).

• Possible Solutions:

– Estimation by 2SLS,

– Estimation by covariance restrictions between the disturbances in the demand and supply
equation.

See any standard textbook, e.g. Goldberger(1991).
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Build demand system up from products,
− Ro‰erdam model (Theil, 1965; Barten, 1966), Translog model (Christensen et al., 1975), AIDS (Deaton andMuellbauer, 1980).

Demand for each product is a func„on of the prices of all products in the market
qjt = Qj (pt , xt , ξt) , j = 1, . . . J

These models su•er typically su•er from a dimensionality problem, consider:
qt = A · pt + � (ξt) , with dim(A) = J × J

Issues:

− Number of parameters propor„onal to J2; even with restric„ons (two stage budge„ng, Slutsky symmetry) curseof dimensionality may ensue
− Demanding in terms of instruments
− Can’t predict demand for new goods

Demand systems — product space approach 
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Products are described by characteris„cs (Gorman, 1956; Lancaster, 1966; Rosen, 1974)
Random U„lity Model: Choice micro-founded in (indirect) u„lity for products. Consumer i with unitdemand for products j ∈ {1, . . . , J}:

Uij = U(pj , xj , ξj ,Di , εi )
where

Di , εi : observed and unobserved consumer characteris„cs (taste shi›ers)
xj , ξj : observed and unobserved product characteris„cs

pj : price
Consumers pick arg max

j∈{1,...,J}Uij

Characteris„cs space discrete choice models 

8 / 34 



Characteris„cs space discrete choice models 
Products are described by characteris„cs (Gorman, 1956; Lancaster, 1966; Rosen, 1974) 
Random U„lity Model: Choice micro-founded in (indirect) u„lity for products. Consumer i with unit demand for products j ∈ {1, . . . , J}: 

Uij = U(pj , xj , ξj , Di , εi ) 
where 

Di , εi : observed and unobserved consumer characteris„cs (taste shi›ers) 
xj , ξj : observed and unobserved product characteris„cs 

pj : price 

Consumers pick arg max Uij
j∈{1,...,J} 

8 / 34 



Discrete choice models — choice probabili„es 
Suppose Uij = µij − pj . Those choosing j must have: 

µij ∈ Aj (p) = {µij − pj > µik − pk , ∀k 6= j} 

“ties” (uij = uik for j 6= k) occur with probability zero.
We may then represent consumer i’s choice with the vector (qi1, . . . , qiJi

), where

qij = 1 {uij � uik 8k 2 {0, 1, . . . , Ji}} .

Consumer-specific choice probabilities are then given by

sij = E [qij | Ji, �i]

=

Z

Aij

dFu (ui0, ui1, . . . , uiJi
| Ji, �i) ,

where
Aij =

�
(ui0, ui1, . . . , uiJi

) 2 RJi+1 : uij � uik 8k
 

.

To illustrate, consider an example with Ji = 2. Let pj denote the price of good j and
let

uij = µij � pj

for j > 0, where (µi1, µi2) are drawn from a joint distribution Fµ(·). Set ui0 = 0,
normalizing the location of utilities. Figure 1 then illustrates the regions in (µi1, µi2)-
space leading consumer i to choose goods 0, 1, and 2. For example, only consumers for
whom µi2 � p2 > 0 prefer good 2 to the outside option. The dark grey region is the set
of (µi1, µi2) combinations such that this holds and µi2 � p2 > µi1 � p1, i.e., the set Ai2.
Similarly, the light grey region corresponds to Ai1. The choice probabilities for consumer
i then correspond to the probability measure assigned to each region by Fµ(·).

µi1

µi2

45�

p1

p2

(0, 0)(0, 0)

Ai1

Ai2

Ai0

Figure 1: Choice regions for goods 0, 1, and 2.

16
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Discrete choice models — the logit error 
Parametrize: Uij = V (Di , xj , pj , ξj ) + εij where εij is iid, Type 1 Extreme Value with CDF: 

F (εij ) = exp(−exp(−εij )) 

Probability that i chooses j : 
Pij = P(εij − εik > Vik − Vij , ∀k) 

exp(Vij )
Pij = Pexp(Vi0) + k>1 exp(Vik ) 

Normaliza„ons: 

− Loca„on Vi0 = 0 – adding a constant does not change choices 
− Scale – invariance to mul„plica„on by a constant – set variance of εij 
− Good 0 is o›en called the outside op„on (welfare is measured rela„ve to that) 
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Discrete choice models — data scenario 

Typical data scenario: 
− Researcher observes aggregate market shares, prices, and product a‰ributes. 
− Distribu„ons of consumer characteris„cs, such as income, loca„on, family size, age. 
− Instruments (more on this later) 
− Can ignore sampling uncertainty in market shares (rules out zero market shares, small number of observa„ons). 
− Need to make a decision on the size of the market. Who are all the people that could have bought? 
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Indirect linear u„lity model of consumer i in market t for product j :
uijt = xjtβit + αitpjt + ξjt + εijt , for j > 0

Where:

− ui0t = εi0t
− εijt are assumed to be iid type-1 extreme value distributed.
− xjt ∈ RK is a (row) vector of observed product characteris„cs
− ξjt ∈ R is a demand shock that consumers and †rms observe, but we do not.

Coe…cients:

β
(k)
it = β

(k)0 +

LX
l=1

β
(l ,k)
d Dilt + β

(k)
v ν

(k)
it

αit = α0 +
LX
l=1

αlDilt + ανν
(0)
it

The canonical random coe…cient demand model — Berry, Levinsohn, and Pakes (1995) 
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The canonical random coe…cient demand model 
Indirect linear u„lity model of consumer i in market t for product j : 

uijt = xjt βit + αit pjt + ξjt + εijt , for j > 0 

De†ne: 

δjt = xjt β0 + α0pjt + ξjt and µijt = (xjt , pjt ) · (Γ · Dit + Σ · νit ) 
Consumer choice probabili„es: 

exp (δjt + µijt )P[i chooses j ] = PJ1 + k=1 exp (δkt + µikt ) 

Market Shares: Z exp (δjt + µijt ) 
sjt = σj (δt , xt , pt ; Γ , Σ) = PJ dF (Dit , νit )1 + k=1 exp (δkt + µikt ) 
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Why do we need the “error term” ξjt ? 

uijt = xjt βit + αit pjt + ξjt + εijt , for j > 0 

Since εijt is iid → without ξjt there is no j-speci†c unobserved varia„on. 
− Products with the same xjt and pjt would need to have the same market share. 
− All else equal, lower price products need to have larger market share. 
− iPhone has > 50% market share in the U.S. despite being much more expensive than average Android phone 
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What is the argument for the random coe…cient? (I) 

Without random coe…cients: 
uijt = xjt β0 + α0pjt + ξjt + εijt , for j > 0 

Get the standard logit model: 
exp (δjt ) 

sjt = PJ1 + k=1 exp (δkt )

Taking log(·) of market shares and subtract log-share of outside op„on (see Berry (1994)) 
log(sjt ) − log(s0t ) = δjt = xjt β0 + α0pjt + ξjt 

→ can es„mate this with OLS/2SLS! 
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What is the argument for the random coe…cient? (II) 
Price sensi„vity: 

∂sjt 
∂pkt 

= α0skt sjt 
Diversion ra„os in the logit model: 

∂sjt ∂skt
/ = sjt / (1 − skt )

∂pkt ∂pkt 

Price elas„ci„es in the logit model: � 
∂sjt pkt α0 · pjt · (1 − sjt ) if j = k 

ηjkt = · = 
∂pkt sjt −α0 · pkt · skt otherwise 
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What is the argument for the random coe…cient? (III) 
Back to the random coe…cient speci†ca„on: 

uijt = xjt βit + αit pjt + ξjt + εijt , for j > 0 

Price elas„ci„es: � R pjt
∂sjt pkt − · αit · sijt · (1 − sijt ) dF (Dit , vit ) if j = k 

ηjkt = = sjt R 
pkt∂pkt sjt · αit · sijt · sikt dF (Dit , vit ) otherwise sjt 

More realis„c subs„tu„on pa‰erns: 
− Di•erent consumers value quality and price di•erently 

− Di•erent consumers subs„tute “locally” in di•erent segments of the market 
→ In IO we o›en discard analy„c tractability and elegance in favor of (realism + solid iden„†ca„on) 
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Consumer welfare 

Note that expected welfare is a complicated object 
− Integral over all possible ε draws and consumer choosing op„mally condi„onal on draw 

Logit model gives a closed form solu„on for expected welfare 
⎛ ⎞ X ⎝ ⎠ωiAt = ln exp {δjt + µijt } 

j∈A 

→ measured in u„ls, can be converted to $-value by dividing through the price coe…cient. 
Some awkwardness arises because of the dual role of ε as an econometric and structural error term: 
− ε-draws interpreted as real u„lity and not an op„miza„on fric„on 

− Problema„c in markets with many products or where observed a‰ributes poorly describe choices. 
− Berry and Pakes (2007) argue that the random coe…cient ameliorates this problem 
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Instruments (I) 
Firms will price ξjt , which leads prices to be endogenous. What makes good instruments and how many do we need? 

For simple mul„nomial logit models with: 
log(sjt ) − log(s0t ) = xjt β0 + α0pjt + ξjt

we need only one excluded instrument. 
The same is not true for mixed logit models a la BLP. Intui„on: 
− With non-linear parameters prices depend on the whole vector ξt . 
− Need varia„on that shi›s how consumers subs„tute across di•erent types of products to iden„fy non-linear parameters. 
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Which market a †rm enters depends on unobserved demand shocks. More likely to hold in the shortrun.
Cost instruments:
− Examples: material cost, distribu„on cost, tari•s, etc.
− Relevance and exclusion restric„on is o›en very convincing.
− Problem: O›en not available

Hausman instruments (Hausman and Zona, (1994)):
− Costs are not always directly observed and some„mes hard to collect.
− Prices from the same †rm in other markets as proxies for cost, always part of the data
− Concern: †rm prices re‡ect both demand and supply factors. Need costs to be correlated and demand shocks tobe uncorrelated across markets.

Instruments (II)
Choice set varia„on across markets: 
− Can provide very powerful varia„on 

− Concern: 
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− Concern: product a‰ributes may be endogenous and (like prices) set a›er †rms observe ξjt .
− There are many ways to construct these instruments
− Gandhi and Houde (2020) argue that it is be‰er do de†ne distances between own and other product a‰ributes

Waldfogel instruments:
− Average demographic measures of nearby markets
− Idea: If †rms price in zones that span markets (DellaVigna and Gentzkow (2019)), demographics in one marketmay a•ect demographics in another
− Concern: Those demographics may be correlated with the demand shock.

Instruments (III) 
BLP instruments: 
− A‰ributes of other products, P 

=j , always part of the dataj0 6 xj0t 

− Idea: product a‰ributes are exogenous and †rm j ’s price is responding to the strength of other †rms’ a‰ributes. 

21 / 34 



product a‰ributes may be endogenous and (like prices) set a›er †rms observe ξjt .
− There are many ways to construct these instruments
− Gandhi and Houde (2020) argue that it is be‰er do de†ne distances between own and other product a‰ributes

Waldfogel instruments:
− Average demographic measures of nearby markets
− Idea: If †rms price in zones that span markets (DellaVigna and Gentzkow (2019)), demographics in one marketmay a•ect demographics in another
− Concern: Those demographics may be correlated with the demand shock.

Instruments (III) 
BLP instruments: 
− A‰ributes of other products, P 

xj0t , always part of the dataj0 6=j 

− Idea: product a‰ributes are exogenous and †rm j ’s price is responding to the strength of other †rms’ a‰ributes. 
− Concern: 

21 / 34 



Those demographics may be correlated with the demand shock.

Instruments (III) 
BLP instruments: 
− A‰ributes of other products, P 

xj0t , always part of the dataj0 6=j 

− Idea: product a‰ributes are exogenous and †rm j ’s price is responding to the strength of other †rms’ a‰ributes. 
− Concern: product a‰ributes may be endogenous and (like prices) set a›er †rms observe ξjt . 
− There are many ways to construct these instruments 
− Gandhi and Houde (2020) argue that it is be‰er do de†ne distances between own and other product a‰ributes 

Waldfogel instruments: 
− Average demographic measures of nearby markets 
− Idea: If †rms price in zones that span markets (DellaVigna and Gentzkow (2019)), demographics in one marketmay a•ect demographics in another 
− Concern: 

21 / 34 



Instruments (III) 
BLP instruments: 
− A‰ributes of other products, P 

=j , always part of the dataj0 6 xj0t 

− Idea: product a‰ributes are exogenous and †rm j ’s price is responding to the strength of other †rms’ a‰ributes. 
− Concern: product a‰ributes may be endogenous and (like prices) set a›er †rms observe ξjt . 
− There are many ways to construct these instruments 
− Gandhi and Houde (2020) argue that it is be‰er do de†ne distances between own and other product a‰ributes 

Waldfogel instruments: 
− Average demographic measures of nearby markets 
− Idea: If †rms price in zones that span markets (DellaVigna and Gentzkow (2019)), demographics in one marketmay a•ect demographics in another 
− Concern: Those demographics may be correlated with the demand shock. 

21 / 34 



Es„ma„on 

Objec„ve func„on 

min g(ξ(θ))0 · Ω · g(ξ(θ)) 
θ 

where X1 
g(ξ(θ)) = z 0 

N jt · ξjt (θ) 
∀j ,t 

ξjt (θ) = δjt (θ2) − xjt β0 + α0pjt 
s̃jt = σjt (δt , xt , θ2) Z exp [δjt (θ2) + µijt (Di , xj ; θ2)] Pσjt (δt , xt , θ2) = 1 + exp [δjt (θ2) + µikt (Di , xj ; θ2)] dF (Dit , vit |θ2) 

k 
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Pseudocode

Outer loop
1. minimize objec„ve func„on over non-linearparameters θ2

Inner loop
1. Fix a guess of θ2
2. For every market t solve for δt(θ2) so that

s̃jt = σjt

δ
(k)
t = δ

(k−1)
t +

hlog (sj ) − log�σj

�
δ
(k−1)
t

��i

3. Recover ξt , α0, β0 through regression.
4. Build sample moments
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Challenges and open ques„ons with the current demand approach 

Many challenges for digital markets: 
− Social networks hard to summarize as a collec„on of characteris„cs (Aridor (2022)) 
− Consumers o›en don’t face prices 
− Magnol† et al. (2022): ask people about how close they think di•erent products are to each other. 
− Role for surveys and experiments. 

Standard demand approach assumes posted and known prices 
− In many important markets prices are nego„ated and consumer-speci†c 
− Consumers o›en lack knowledge of prices 
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BLP — empirical results 
Data: 
− All car makes from 1971-1990, market de†ned as the whole US 

− List prices 
− 2217 year-model observa„ons 

Characteris„cs from Automo„ve News Market Data Book: 
− # of cylinders 
− # of doors 
− horsepower 
− length, width, weight, wheelbase 

− EPA ra„ng for miles per gallon 

− dummies for air condi„oning, automa„c 
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BLP — empirical results 870 S. BERRY, J. LEVINSOHN, AND A. PAKES 

TAiBLE 1 
DESCRIPTIVE STATISTICS 

No. of 
Year Models Quantity Price Domestic Japan European HP/Wt Size Air MPG MP$ 

1971 92 86.892 7.868 0.866 0.057 0.077 0.490 1.496 0.000 1.662 1.850 
1972 89 91.763 7.979 0.892 0.042 0.066 0.391 1.510 0.014 1.619 1.875 
1973 86 92.785 7.535 0.932 0.040 0.028 0.364 1.529 0.022 1.589 1.819 
1974 72 105.119 7.506 0.887 0.050 0.064 0.347 1.510 0.026 1.568 1.453 
1975 93 84.775 7.821 0.853 0.083 0.064 0.337 1.479 0.054 1.584 1.503 
1976 99 93.382 7.787 0.876 0.081 0.043 0.338 1.508 0.059 1.759 1.696 
1977 95 97.727 7.651 0.837 0.112 0.051 0.340 1.467 0.032 1.947 1.835 
1978 95 99.444 7.645 0.855 0.107 0.039 0.346 1.405 0.034 1.982 1.929 
1979 102 82.742 7.599 0.803 0.158 0.038 0.348 1.343 0.047 2.061 1.657 
1980 103 71.567 7.718 0.773 0.191 0.036 0.350 1.296 0.078 2.215 1.466 
1981 116 62.030 8.349 0.741 0.213 0.046 0.349 1.286 0.094 2.363 1.559 
1982 110 61.893 8.831 0.714 0.235 0.051 0.347 1.277 0.134 2.440 1.817 
1983 115 67.878 8.821 0.734 0.215 0.051 0.351 1.276 0.126 2.601 2.087 
1984 113 85.933 8.870 0.783 0.179 0.038 0.361 1.293 0.129 2.469 2.117 
1985 136 78.143 8.938 0.761 0.191 0.048 0.372 1.265 0.140 2.261 2.024 
1986 130 83.756 9.382 0.733 0.216 0.050 0.379 1.249 0.176 2.416 2.856 
1987 143 67.667 9.965 0.702 0.245 0.052 0.395 1.246 0.229 2.327 2.789 
1988 150 67.078 10.069 0.717 0.237 0.045 0.396 1.251 0.237 2.334 2.919 
1989 147 62.914 10.321 0.690 0.261 0.049 0.406 1.259 0.289 2.310 2.806 
1990 131 66.377 10.337 0.682 0.276 0.043 0.419 1.270 0.308 2.270 2.852 
All 2217 78.804 8.604 0.790 0.161 0.049 0.372 1.357 0.116 2.099 2.086 

Note: The entry in each cell of the last nine columns is the sales weighted mean. 

Tables I and II provide some summary descriptive statistics of variables that 
are used in the specifications we discuss below. These variables include quantity 
(in units of 1000), price (in $1000 units), dummies for where the firm that 
produced the car is headquartered, the ratio of horsepower to weight (in HP 
per 10 lbs.), a dummy for whether air conditioning is standard (1 if standard, 0 
otherwise), the number of ten mile increments one could drive for $1 worth of 
gasoline (MP$), tens of miles per gallon (MPG), and size (measured as length 
times width). 

Table I gives sales-weighted means. Several interesting trends are evident. 
The number of products available generally rises from a low of 72 in 1974 to its 
high of 150 in 1988. Sales per model, on the other hand trend downward 
(though here there is some movement about the trend). In real terms, the 
sales-weighted average list price of autos has risen almost 50 percent during the 
1980's after having remained about constant during the 1970's. On the other 
hand, the characteristics of the cars marketed are also changing (so the cost of a 
car with a given vector of characteristics need not be increasing). The ratio of 
horsepower to weight fell in the early 1970's and has since trended upward. 
Most of the changes in this ratio are attributable to changes in weight as 
horsepower has remained remarkably constant. It appears that prior to the first 
oil price shock, cars were becoming heavier, while after the mid-1970's cars 
became lighter. Along with the change in the ratio of horsepower to weight, cars 
have also become more fuel cost-efficient. In 1971, the average new car drove 
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�

Supply 

Firm’s pro†t func„on: 
h iX 

πf = (pj − mcj ) qj (p) − FCj 

j∈Jf

De†ne ownership-matrix: 
1, if ∃f : {j , k} ⊂ Jf ;Hjk = j , k = 1, . . . , J0, otherwise 

Let Ω be a matrix with elements Ωjk = −∂qk /∂pj · Hjk and assume Nash-Bertrand pricing, we get FOCs: 
q(p) − Ω(p − mc) = 0 ⇔ p = mc + Ω−1 q(p) 
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Using supply side restric„ons for es„ma„on 

Assume that marginal cost are given by: 
mcjt = wjt γ + ωjt

This leads to: 
1 pt = wtγ + Ω− q (pt) + ωt 

We can now construct addi„onal moments, which are informa„ve about both supply and demand. 
E (ωjt | Zt ) = 0 

Comment: 
− These moments can be very useful in iden„fying parameters of random coe…cients. 
− They require conduct assump„on (FOCs from sta„c price compe„„on), which we may not want to make. 
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