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Chapter 1

Basic Framework

Game theory is the analysis of strategic situations in which there are multiple decision

makers (i.e. players) and a decision maker’s optimal action can depend on what the other

players do. Such decision problems are formalized as games. A game can be formulated

in two ways. First, one can describe the scenarios that players find it possible, describing

who the players are, which player moves at any given point in time, what moves are

available to him and what he knows when he makes his decision and how he feels about

the possible outcomes. This is called extensive-form representation. A strategy of a

player is a complete contingent plan that describes which move the player will play

at any given contingency at which he makes a decision. Alternatively, one can simply

describe the set of players, the set of strategies available to each player, and the payoffs.

This is called normal-form or strategic-form representation. This section introduces

these representations and some maintained assumptions formally.

Throughout the course the players are assumed to be Bayesian expected utility max-

imizers. First, every time they do not know something, they form a belief that is

represented by a probability distribution. Second, they have a Von-Neumann and Mor-

genstern utility functions on the outcomes. When they need to make a choice, they

choose an option that gives the highest expected utility under their beliefs.

Notation Throughout the course, for any given set , ∆ () denotes the set of prob-

ability distributions on .1 Given any probability distribution  ∈ ∆ () and any

1Technical details:  is assumed to a topological space, and ∆ () is the space of Borel probability

measures on , endowed with the weak topology.

3



4 CHAPTER 1. BASIC FRAMEWORK

measurable function  defined on ,

 [ ] =

Z


denotes the expectation of  under . The integral is in the summation form whenever

 is finite or countable: Z
 =

X
∈

 ()  () 

Clearly, if  is a finite set with  members, ∆ () is an  − 1 dimensional simplex,
embedded in R. In that case, ∆ () has the usual properties of R. For example, a

sequence () converges to , denoted by  → , if  ()→  () for each . Of course,

in that case, for any continuous and bounded function  :  → R,Z
 →

Z


The latter property also defines convergence of probability distributions for more general

spaces . That is,  →  if
R
 →

R
 for every continuous and bounded function

 :  → R.

1.1 Extensive-form Representation

As illustrated in Figure 1.1, an extensive-form game consists of a tree that starts from an

initial node and branches out towards terminal nodes, at which the players receive their

payoffs. Along the way, there are decision nodes, at which the players make their moves.

The players’ information is represented by information sets, which are sets of decision

nodes that the player cannot distinguish when he makes a decision. These concepts are

formally introduced next.

Definition 1.1 A directed graph is a pair () where  is a set of nodes and  is a

binary relation;    means  preceeds  (there is a directed path from  to ). A tree is

a connected directed graph () with an initial node  that preceeds every  ∈ \ {}
and such that

Transitivity (     )⇒   

Asymmetry    ⇒  6 
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Terminal Nodes

Initial 
node

1,0

0,1

0,0

2,0

1,1

0,2

1,0

0,1

1

1

2

2

0

.5

.5

Figure 1.1: A game in extensive form

Arborescence (     )⇒ (   or   ).

It is the final property that makes a tree look like a tree. In a tree, each node is

connected to the initial node through a unique path.

The nodes that are not followed by any other node are called terminal, and the set

of all terminal nodes is denoted by . Each non-terminal node is connected to a set

of immediate successors through an outgoing edge. These edges are labeled and called

moves or actions. If two edges have the same label then they are the same move. The

set of all moves (or actions) that are available at any given node  is denoted by  ().

Since each node is connected to the initial node  through a unique path, one can also

represent any node  in a tree as the unique sequence (0 1   ) of actions that leads to

; the initial node  corresponds to the empty sequence. For any node  = (0 1   ),

define length  () of  as the number of moves in the sequence (0 1   ). Observe

that  can be finite or infinite. A tree has finite horizon if  is bounded; otherwise it

has infinite horizon.

An extensive-form game is defined as follows.
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Definition 1.2 (Extensive-form Game) A game is a list  = ( ()     )

where

•  = {1     } is the set of players,

• () is a tree,

•  is a partition of non-terminal nodes \ such that,  () =  () whenever

  ∈  ∈ ,

•  :  →  ∪{0} is a player mapping, where  () = 0 means that the nature moves
at history ,

•  (·|) ∈ ∆ ( ()) is a probability distribution on set  () of available moves

available at  for each history  with  () = 0, and

•  :  → R is the Von-Neumann and Morgenstern utility function of player .

Note that the partition determines the players’ information and their beliefs about

those information. As in the definition above, we refer to  as a history. At any history

, the player  () who moves at that history knows that he is at one of the nodes  ∈ ,

but he cannot rule out any of the nodes  in  as the node he is at. When a history 

is explicitly written as a set of nodes, it is also referred to as an information set. Here,

the assumption that  () =  () whenever   ∈  ∈  ensures that a player knows

what moves are available to him at any given history. Failure of such an assumption

could lead to challenging (and perhaps interesting) philosophical issues.

The players’ uncertainty is modeled by nature’s moves when  () = 0 and the associ-

ated probability distributions  (·|). Here, the formulation with a single common prob-
ability distribution  (·|) corresponds to Common-Prior Assumption, which amounts to
assuming that all the belief differences can be traced to informational differences. When

the Common-Prior Assumption fails, one simply introduces  probability distributions

1 (·|)       (·|), one for each player. Also, the set of histories at which a player 
moves is denoted by  ≡ −1 ().

Finally, at any terminal node, the players receive their payoffs, and these payoffs are

represented by the Von-Neumann and Morgenstern utility function  :  → R for each

player . That is, facing any two probability distributions  and  on the terminal nodes
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, a player  prefers  to  if the expected value of  is higher under ; he chooses the

option that maximizes the expected value of . This will be the rationality assumption

throughout: player  is said to be rational if  is his Von-Neumann and Morgenstern

utility function in the above sense.

The following assumptions will be maintained throughout the course in theoretical

results. First, there will be a finite number of players . Second, the game tree will have

"discrete time", in that any history can be indexed as a sequence of moves taken up to

that point. The game can be of infinite horizon, in that some terminal histories may

contain an infinite sequence of moves.

Finally, the players will have perfect recall. That is, a player does not forget what he

has known or what he has done.

1.2 Normal-Form Representation

An extensive-form game can be represented in normal form as follows. In an extensive-

form game, a strategy of a player  is any mapping

 :  →
[
∈

 () (1.1)

with

 () ∈  () (∀ ∈ ) 

Note that the set of all strategies of a player  is

 =
Y
∈

 ()  (1.2)

Every strategy profile  ∈  = 1 × · · · ×  induces a probability distribution  () on

, where the randomness comes from the nature’s moves. The probability distribution

 () ∈ ∆ () is called the outcome of . The payoff of a player from  is the expected

payoff under  ():

 () =

Z
 ()  (|)  (1.3)

The normal-form representation of the extensive-form game  = ( ()     )

is simply

( )
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D

1
1

A

d

0
2

a

d

3
1

a 2
3

1 2 1

Figure 1.2: A Centipede Game

where  is the set of players,  = 1 × · · · ×  is the set of strategy profiles,  =

(1     ) is the profile of payoff functions  :  → R. This is the representation of

the game from the point of view of the players at the beginning of the game–i.e. at the

ex-ante stage.

Example 1.1 In the centipede game in Figure 1.2, Player 1 has four strategies, 

and  where the first entry describes the move at the initial node while the second entry

describes the move at the last one. Player 2 has only two strategies,  and . The payoffs

are as in the following table, where the first and the second entries are the payoffs of

players 1 and 2, respectively,

 

 2 3 0 2

 3 1 0 2

 1 1 1 1

 1 1 1 1

Two-player games with finite strategy sets will be defined through such a table in normal

form.

Notation The following notational convention will be used throughout the course.

Given any list 1     of sets with generic elements 1     ,

•  = 1 × · · · × with a generic element  = (1     ),

• − =
Q

 6= with a generic element − = (1     −1 +1     ), and
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• (0 −) = (1     −1 0 +1     ).

For example,

•  = 1 × · · · ×  is the set of strategy profiles  = (1     ),

• − is the set of strategy profiles − = (1     −1 +1     ) for players other

than player , and

• (0 −) = (1     −1 0 +1     ) is the strategy profile in which  plays 0
and the others play −.

Equivalent Strategies and Reduced-form Representation In some games there

may be multiple strategies that lead to same outcome no matter what strategy other

players play. For example, in the previous game, the strategies  and  lead to

same outcome for every strategy of Player 2. Such strategies differ only in what they

prescribe at contingencies that are ruled out by those strategies. For example, under

both strategies  and , Player 1 goes down at the initial node and the game ends.

Hence, under those strategies the second decision node of Player 1 is never reached. At

that node the strategies prescribe different actions, but that decision is not relevant for

Player 1. Such strategies are called equivalent. Sometimes one can simplify the analysis

by modeling equivalent strategies same, and reducing the set of strategies he considers.

This is formalized next.

Definition 1.3 Strategies  and 
0
 are equivalent if

 ( −) =  (0 −) (∀−) 

A reduced-form representation is a normal form representation in which one picks

only one strategy from each equivalence class. For example, the normal-form game

 

 2 3 0 2

 3 1 0 2

 1 1 1 1

is a reduced-form representation of the centipede game above.
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Agent-Normal Form The above normal-form definitions are ex-ante representations,

in that they describe how players feel about the game at the beginning of the game. They

make a contingent plan about how they will play the game and they evaluate those plans

according to the expected payoffs they generate. Alternatively, one can represent a game

closer to its extensive form, considering each decision problem separately. Under the

alternative formulation, players take into account how they will play in the future but

simply make the decision that they face at the moment. This is called agent-normal-

form representation. This representation takes each decision node as a different player.

Hence, the set of all players is simply . The strategy set of each player  is simply

 (). Finally, the payoff of each player  ∈  from a strategy profile, denoted by , is

simply  (), the ex-ante payoff defined in (1.3). The agent-normal-form representation

of the extensive-form game  = ( ()     ) is simply

( ) 

Since the payoffs of all "agents"  ∈  of player  are identical, one does not repeat

them, writing one payoff for each player. The reason for taking a player’s ex ante payoff

as his payoff at a given history  is because his beliefs at the history is not given, and

it is determined as part of the solution. (One could compute the player’s belief on 

induced by strategy profile  and compute the payoff of "agent"  from strategy profile

 using the computed belief. Unfortunately, there are often information sets  that are

reached with zero probability under  and one cannot apply this method to compute the

payoff at .)

Example 1.2 In the centipede game of Figure 1.2, the agent-normal form representa-

tion has three players, 11,12, and 2, where 11 and 12 correspond to the first and the last

information sets of player 1. The agent-normal-form game is

 

 2 3 0 2

 1 1 1 1


 

 3 1 0 2

 1 1 1 1


where 11 choose rows, 2 chooses columns, and 12 chooses matrices.
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Figure 1.3: A centipede game with payoff uncertainty

1.3 Informational Assumptions

For any given extensive form game  = ( ()     ), everything in the de-

scription of the game is assumed to be common knowledge in the following sense. It

is assumed that the set of players is  ; at any given non-terminal history, player  ()

makes a decision, and the set of available moves is  (); if  () is 0, then the decision

is made randomly according to  (·|); otherwise player  () knows that he is at one
of the nodes  in  but does not know which one; the preferences of each player  on

terminal nodes  are represented by . It is further assumed that every player knows all

these, that every player knows that every player knows all these, and so on ad infinitum.

Likewise, in a normal-form game  = ( ), it is assumed to be common knowledge

that the set of players is  ; the set of strategies available to  is , and each player  is

an expected utility maximizer with Von-Neumann and Morgenstern utility function .

Accordingly, these games are called games of complete information.

Note however that arbitrary information structures can be modeled within this frame-

work by an appropriately chosen extensive-form game. A class of such games, namely

Bayesian games, will be introduced later. Here, I will illustrate this point by an exam-

ple. For example, consider the centipede game in Figure 1.2. In this game, it is assumed

to be common knowledge that the players are 1 and 2; the players move alternatively

and they can choose between exiting and staying, and the payoffs are as in the figure.

What if Player 2 did not know the preferences of Player 1? Suppose she thinks that

with probability 05 the payoffs are as in the figure, but with the remaining probability
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Player 1 gets −1 whenever he exits; his payoffs are as before in other cases. One should
also specify what Player 1 thinks about the beliefs of Player 2 and so on; let’s assume

that the above beliefs are common knowledge. This situation can be modeled by the

game in Figure 1.3. At the beginning of the game, nature chooses between upper and

lower branches with equal probabilities, modeling the uncertainty Player 2 faces. In the

upper branch, the payoffs of Player 1 are as in the original game. They are as in the

alternative scenario in the lower branch. Player 1 knows his payoffs. Accordingly, he

knows which branch nature chose at every information set. Player 2 does not know the

payoffs. Accordingly, she does not know which branch she is on when she makes her

decision. Note that Player 2 knows that Player 1 knows his payoffs, and this is also

reflected in this game. In order to model a situation in which Player 2 does not know

whether Player 1 knows his payoffs, one can add two more branches that neither player

can distinguish.

Since the new game in Figure 1.3 has a more nuanced extensive form, the normal-form

representation contains more strategies for Player 1. He will have 24 = 16 strategies.

For example, one strategy could prescribe  on the upper branch and  on the

lower branch. In the normal-form representation, it will be assumed that the players’

payoff functions on such detailed strategy profiles are common knowledge. The payoff

uncertainty is coded in the descriptions of the strategies. For example, suppose Player

1 plays the above strategy while Player 2 plays . Then, the expected payoff of Player 1

will be 3/2, as he gets 1 on the upper branch and 3 on the lower branch. In the normal

form, this is common knowledge (and Player 2 knows the payoff function of Player 1),

but Player 2 still does not know how Player 1 would feel about say exiting in the first

chance. Likewise, although she knows the strategy of Player 1, she does not know what

Player 1 does. She thinks that he will either exit at the beginning or go all the way,

each with probability 1/2, yielding the expected payoff of 2 for Player 2.

One could similarly introduce uncertainty about the set of moves available to other

players or even uncertainty about the set of players that player may face. For example,

in Figure 1.4, the game on the right panel depicts a situation in which Player 2 does

not know whether Player 1 can exit the game. She thinks that he has that option

with probability 1/2 (as on the upper branch) and does not have that option with

probability 1/2 (as in the lower branch). The normal-form representation of this game



1.4. BASIC CONCEPTS 13

D

1
1

A

d

0
2

a

d

3
1

a 2
3

A

d

0
2

a a 2
3

1 1

1 1

2
0.5

0.5

D

1
1
0

A

d

0
2
0

a

d

3
1
0

a 2
3
0

D

1
1
0

A

d

0
2
0

a

d

0
1
0

a 0
0
1

1 1

1 3

2
0.5

0.5

Figure 1.4: Centipede games with uncertainty about available moves (left) and the set

of players (right)

has the same set of strategies as the original game but the payoffs take into account the

possibility that Player 1 may not be able to exit; e.g., the expected payoffs from ( )

are 05×1+05×2 = 15 and 05×1+05×3 = 2 for players 1 and 2, respectively. One
can also be uncertain about the players she faces. For example, imagine that Player 1 is

a supervisor and Player 2 is a subordinate. Player 2 does not know whether she will be

working with Player 1 or there will be a new supervisor after remaining in. She thinks

that the new supervisor would not terminate her but she does not want to work with the

new supervisor. Player 1 knows whether he will be around, and all these are common

knowledge. This case is modeled on the right panel of Figure 1.4, where the payoff is 0

when a player does not exist.

1.4 Basic Concepts

This section introduces the basic concepts such as beliefs, mixed strategies and best

responses, and the related notational conventions throughout the course.

1.4.1 Beliefs, Mixed Strategies, and Best Response

Consider a normal form game  = ( ).

Definition 1.4 For any player , a belief (or a conjecture) of  about the other players’
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strategies is a probability distribution − on − =
Q

 6= .

Remark 1.1 (Correlation) This definition of belief − of player  allows correlation

between the other players’ strategies. For example, in a game of three players in which

each player is to choose between Left and Right, Player 1 may believe that with probability

1/2 both of the other players will play Left and with probability 1/2 both players will play

Right. Hence, viewed as mixed strategies, it may appear as though Players 2 and 3 use

a common randomization device, contradicting the fact that Players 2 and 3 make their

decisions independently. One may then find such a correlated belief unreasonable. This

line of reasoning is based on mistakenly identifying a player’s belief with other players’

conscious randomization. For Player 1 to have such a correlated belief, he does not

need to believe that the other players choose their decisions together. Indeed, he does

not think that the other players are using randomization device. He thinks that each of

the other players play a pure strategy that he does not know. He may assign correlated

probabilities on the other players’ strategies because he may assign positive probability to

various theories and each of these theories may lead to a prediction about how the players

play. For example, he may think that players play Left (as in the cars in England) or

players play Right (as in the cars in France) without knowing which of the theories is

correct.

Definition 1.5 The expected payoff from a strategy  against a belief − is


¡
 −

¢
=

Z
 ( −) − (−) 

where the integral can be written as
P

−∈−  ( −)− (−) when − is finite.

Definition 1.6 For any player , a strategy ∗ is a best response to a belief − if

(
∗
  −) ≥ ( −)∀ ∈ 

The set of all best responses to a belief − is denoted by 

¡
−

¢
.2

This uses the notion of a weak best reply, requiring that there is no other strategy

that yields a strictly higher payoff against the belief. A notion of strict best reply would

require that ∗ yields a strictly higher expected payoff than any other strategy.

2For any set  of beliefs, I will also write  () = {| ∈  ()   ∈ } for the set of best responses
to the beliefs in .
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Definition 1.7 A mixed strategy  of a player  is a probability distribution over the

set  of his strategies.

The expected payoff of a player from a mixed strategy profile  = (1 2     ) is

 () =

Z
 () 1 (1) · · · · ·  () 

where the right-hand side is equal to
P

∈  ()1 (1) · · · () when  is finite. Here,
it is assumed that 1 2      are stochastically independent. For a correlated strategy

profile  ∈ ∆ (), the expected payoff is then

 () =

Z
 ()  () 

In the correlated case,  () is not necessarily in the multiplicative form of 1 (1) · · · ().
Similarly, I write

 ( −) =

Z
 ()  () 


¡
 −

¢
=

Z
 () − (−) 

and so on, where the integrals are again in summation form for finite strategy spaces.

1.4.2 Perfect Recall

The extensive-form representation above does not rule out the possibility that a player

may forget what she has done or a piece of information she knew previously. Such

forgetful players raise many important and interesting issues, but we will assume out

these possibility in the remainder of the course. This section illustrates some of of the

issues on a simple but interesting example and intrudces the formal concept of perfect

recall that rules out possibility of forgetting.

Consider the one-person game in Figure 1.5, due to Piccione and Rubinstein (1997).

This game is called the Absent-minded Driver. In th example, each decision node rep-

resents an exit on a highway where  means exit and  means continue (or go across).

The driver’s home is at the second exit, and she would like to go home. Unfortunately,

there are no exit numbers and she forgets whether she passed an exit earlier. This is

represented by the information set in the figure. Note that this example conforms all of
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Figure 1.5: Paradox of Absent-minded Driver

the assumptions in the previous sections: the same player moves at both nodes and the

set of available moves are the same. But since the second node comes after she chooses

to continue, she does not know her own choice (i.e., she forgets by the time she arrives

the second exit).

Her optimal action is to pass the first exit and exit at the second exit to go home,

obtaining a payoff of 1. However, this plan is not possible as she cannot distinguish the

two exits: she has to either choose  in both nodes, exiting at the first exit, or choose

 in both nodes, going all the way through. Indeed, the normal-form representation of

this game is  = ( ) where  = {1},  = { }, and

 () = 1 and  () = 0

In the normal-form representation, the payoff from any mixed strategy  is

 () =  () 

showing that her optimal strategy is to go across for sure, obtaining a payoff of zero.

The mixed strategy envisions a scenario in which the player randomizes between her

strategies  and , and if  comes up then she plays  at both nodes, and if  comes

up, then she plays  at both nodes. In terms of behavior, her behavior at the two nodes

are perfectly correlated. She mixes between  and  with probabilities  () and  (),

respectively, at the first node, but when she comes to the second node she plays  for

sure. (Why?)

However, one can imagine that the player randomizes independently at the two nodes,

randomizing between the moves at each node. If she randomizes deliberately, one could
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assume that the probability of  () is the same at both nodes (after all she could not

distinguish the two nodes). But then her payoff from choosing  () =  leads to the

following probability distribution on the outcomes:

Pr () = 

Pr () =  (1− )

Pr () = (1− )
2


Her expected payoff is

 () = 4 (1− ) + (1− )
2
= 1 + 2− 32

Her expected payoff is maximized at

 = 13

In order to overcome her forgetfulness, she randomizes and exists with probability 1/3

to maximize her payoff. In contrasts she would randomize only if she were indifferent.

When a player is absent-minded, it is not clear at all that she will stick to her

optimal strategy when it comes to executing her decision. Indeed, suppose that she can

only choose a pure strategy. If she plans to choose , then at the intersection, she will

conclude that she must be at the first intersection because her plan calls for her exiting.

Then, she would rather go across, deviating from her plan. If she plans to choose , then

she knows that each node is reached with probability 1 according to her plan. Hence,

at her information set, she assigns probability Pr(1|) = 1
1+1

= 12 to the first node.

Then, her payoff from exiting is  () = 1
2
× 0+ 1

2
× 4 = 2. Her payoff from going across

is  () = 1
2
× 4 + 1

2
× 1 = 52; this is because, if she is at the first intersection, she

knows that she will exit in the next exit and go home (according to her plan). Since

 ()   (), she will once again deviate from her plan and continue. (This argument

may not be as sound as it may appear; if she is not sticking with her plan, shy does she

think that she will stick with it in the future?)

A remarkable result by Piccione and Rubinstein establishes that when players can

randomize, the players will stick to their plans as long as they think that their past

and future selves all stick to the plan. Indeed, in the absent-minded driver game above,

under the optimal plan of exiting with probability 1/3, she will be indifferent between
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her actions at her information set. To see this, imagine that she is at an intersection.

She wants to choose or randomize her move. She knows that at the initial node she

would have gone across with probability 23. Hence, under her strategy, she will visit

the first node for sure and she will visit the second node only with probability 2/3. Thus,

knowning that she is at one of these nodes, she must assign probability

Pr (2| ) = 23

1 + 23
=
2

5

to the second node. Under her belief, her expected payoff from exiting is

 (|) = 3

5
× 0 + 2

5
× 4 = 8

5


Her expected payoff from going across is

 (|) = 3

5
× (× 4 + (1− )× 1) + 2

5
× 1 = 8

5


where  = 13. She is indifferent and has no incentive to deviate.

In the rest of the course, we will assume that the players have perfect recall. That

is, they do know the moves they make and they never forget any information that they

had previously. Formally, the first requirement states that if   , then  and  cannot

be in the same information set. This is because this information set corresponds to the

player who moves at  and we require that she must know what she has done at . The

failure of this requirement is called absentmindedness (as in the above example). The

second requirement is a bit more mouthfull: if  and  are in the same information set

of a player  and there exists 0   at which player  moves, then there exists 0  

such that 0 and 0 are in the same information set and player  makes the same move

at 0 on the path to  as the more she makes at 0 on the path to .

1.4.3 Mixed and Behavioral Strategies in Extensive-formGames

In an extensive form game, mixed strategies can be defined in two ways. First, one can

consider mixing between the strategies in the normal form. This is what we call a mixed

strategy:

 ∈ ∆ () 

Here, the player randomizes at the beginning of the game, but he then follows the

realized deterministic strategy  throughout the game. Since we do not know the realized
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strategy, his behavior at any history  is random. Another way to define a mixed strategy

would have been determining how a player mixes between the available actions at any

given history. This is what we call a behavioral strategy:

 (·|) ∈ ∆ ( ())   ∈ 

Here, the player randomizes between the available actions on the spot as he plays the

game. Recall that in the absent-minded driver example in the previous section, some of

the behavioral strategies could not be generated by any mixed strategy, and the optimal

behavioral strategy was one of them.

Under perfect recall, these are equivalent ways of modeling randomized behavior.

First, a mixed strategy  determines a probability distribution at every history  that

it not precludes. Write

 () = {|Pr (| ( −))  0 for some −}

for the strategies  such that  is on the path of ( −) for some −. When  is

not precluded by  in the sense that  ( ())  0,  induces a unique probability

distribution  (·|) ∈ ∆ ( ()) on the available actions  (), given by

 (|) =
 ({ ∈  () | () = })

 ( ())


On the histories that are precluded by  (with  ( ()) = 0), one can pick  (·|)
arbitrarily. Here,  is a behavioral strategy induced by mixed strategy . Here,

the induced behavioral strategy is unique up to the arbitrariness on histories that are

precluded by the mixed strategy. Second, conversely, every behavioral strategy is induced

by a mixed strategy in this way. For example, given any behavioral strategy , one can

obtain a mixed strategy  that induces the behavioral strategy by setting

 () =
Q

∈

 ( () |) (1.4)

at each .

Example 1.3 In the centipede game of Figure 1.2, consider the mixed strategy  with

 () =  () = 12. Strategy  induces a behavioral strategy  as follows. At

history , both actions are equally likely, i.e.,

 (|) =  () = 12
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At history  = , Player 1 plays action  for sure:

 (|) =
 ()

 () +  ()
= 1

Now, consider the behavioral strategy 1 with 1 (|) = 1 (|) = 1 (|) =
1 (|) = 12. By (1.4), one can compute a mixed strategy 1 that induces 1

where 1 () = 1 () = 1 () = 1 () = 14.

Exercise 1.1 Find a game and two distinct mixed strategies that induce the same be-

havioral strategy.

Kuhn (1953) shows that, under perfect recall, the mixed and behavioral strategies

are equivalent. That is, any mixed strategy  is equivalent to the behavioral strategy

 that it induces, in that they both induce the same probability distribution on the

terminal histories. Conversely, for every behavioral strategy , there exists a mixed

staregy  that induces , and they are equivalent.

1.4.4 Continuity

The theoretical results in the course will often assume that utility functions are con-

tinuous and the strategy spaces are compact. This section introduces these concepts

and assumptions. In some applications, these assumptions will fail. For example, the

payoffs will be discontinuous in auctions, and it will be more convenient to allow any

real number as strategies yielding a non-compact strategy space. Some of the theoretical

results will allow these cases too.

Consider a normal form game  = ( ). It will be implicitly assumed that 

is endowed by a metric or topology. In general, best response set will be non-empty if

the strategy set is compact and the payoff function is continuous. Moreover, the best

response can easily be empty if these conditions fail. For example, if a player is choosing

how much money to have and he could choose any amount, his best response would be

empty assuming he likes more money than less. This is because his strategy space is not

compact although his utility is continuous. If his payoff function is discontinuous, the

best response can also be empty even if the strategy set is discontinuous. For example, if

the above player could select any amount of money up to a limit , but he needs to pay
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a tax if he chooses  , then he will not have a best response. Therefore, the theoretical

results typically make the following assumption:

Assumption 1.1 The strategy space  is a compact metric space, and each utility func-

tion  :  → R is continuous.

A special case is of course finite games in which  is finite. Another important

special case is when each  is a closed and bounded subset of R with continuous

utility functions. Among other things, this assumption ensures that the expected utility

is always well-defined, and the players always have a best response.

The next result, an immediate application of Berge’s Maximum Theorem in the

appendix, establishes the main existence and continuity properties of the best response

correspondence . (See Appendix A.2 for the relevant definitions and Appendix A.3

for the proof.)

Lemma 1.1 Under Assumption 1.1, for each player , the best response correspondence

 is non-empty, compact-valued and upperhemicontinuous.

The lemma has two parts. First, there exists a best response. Second, if a sequence

of pairs
¡
  


−

¢
where  ∈  (

) converges to
¡
 −

¢
, then  ∈ 

¡
−

¢
. That

is, the limit of best responses to beliefs is a best response to the limiting belief. In other

words, one cannot obtain a drastically different best response by perturbing the beliefs

a little bit. All the new solutions will be near the original –although some of the best

responses may disappear.

For an illustration, consider the following simple decision problem. There are two

choices, Left and Right, and the payoff from Left is  while the payoff from right is 0.

Then, the best response correspondence is

 () =

⎧⎪⎪⎨⎪⎪⎩
{Left} if   0

{Left, Right} if  = 0

{Right} if   0

as a function of . For any given , if  changes a little bit, no new solution appears

(upperhemicontinuity). Also, note that, at  = 0, some of the solutions disappear when

 varies slightly; for example, the solution Left disappears if  increases. This is a failure

of "lowerhemicontinuity". This illustrates what one can expect from solution concepts:

upperhemicontinuity but not lowerhemicontinuity.
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Extensive-Form Games The assumptions in extensive-form games are made to en-

sure that the normal-form representation satisfies the above assumption, i.e., the strategy

sets are compact and the utility functions are continuous. It is assumed that, for each

history , the set  () of available moves is a compact set (under some given topology).

The set of strategies is then a compact set under the product topology on strategies.

Defining continuity requires some care though.

Towards formulating the concept of continuity for utility functions, I first define a

metric on the set of terminal nodes. For any two available actions  ∈  (),  ∈  (0),

let the distance between  and  be

 ( ) =

(
 ( ) if  () =  (0)

1 otherwise,

where  is the metric on  (), with  ( ) ≤ 1 everywhere. Define a metric  on 

by setting

 ( 0) = (1− )

min{()(0)}−1X
=0

 ( )

at any  = (0 1   ) and 0 = (0 1   ).

Assumption 1.2 Under the metric  on ,  is continuous. Moreover for each history

,  () is compact.

I will maintain Assumption 1.2 throughout. Observe that, since each  () is com-

pact,  =
Q

∈  () is also compact (by Tychonoff’s Theorem). Moreover, continuity

of  :  → R implies that  :  → R is also continuous.

When each  () is discrete, the continuity of  in Assumption 1.2 reduces to the

following well-known concept of continuity in (infinite-horizon) dynamic games. A game

 = ( ()    ) is said to be continuous at infinity if for any   0, there

exists ̄ ∞, such that
| ()− (

0)|   (1.5)

for all  ∈  and for all terminal histories  = (0 1   )  
0 = (0 1   ) ∈  with

 =  for all  ≤ ̄. Note that finite-horizon games are continuous at infinity. When

each  () is finite, Assumption 1.2 reduces to assuming that  is continuous at infinity.



Chapter 2

Complete-Information Games in

Normal Form

In this lecture, I will review the fundamental solution concepts of rationalizability and

Nash equilibrium in complete information games. I will assume an introductory knowl-

edge of these topics and present some main technical properties of these solution con-

cepts. For rationalizability, I will show that it is equivalent to iterated elimination

of strictly dominated strategies, using the Separating Hyperplane Theorem. For Nash

equilibrium, I will show existence and upperhemicontinuity, using Kakutani’s fixed point

theorem and Berge’s Maximum Theorem. I will show the continuity properties of ra-

tionalizability later for a more general setup. The above results will be used later in

establishing existence and continuity properties of other solution concepts in seemingly

more general setups. The three theorems mentioned above are the main technical tools

used in economic theory, and my ulterior motive is to illustrate how to use these results.

I present these results and the related concepts in the Appendix. It is advisable to study

the appendix first.

Throughout this chapter, we fix a game  = ( ) in normal form where

•  = {1     } is the set of players;

•  = 1 × · · · ×  is the set of all strategy profiles, so that  is the set of all

strategies that are available to player  for each player  ∈  ;  is assumed to be

a compact metric space, and

23
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• for each player  ∈  ,  :  → R is von Neumann-Morgenstern utility function of

player ; it is assumed to be continuous.

Recall that each player  chooses a strategy that maximizes the expected value of

, where the expected values are computed with respect to his own beliefs. Player  is

said to be rational if this is the case, i.e., his strategy maximizes the expected value of

 (given his beliefs).

2.1 Rationalizability

The definition of a game ( ) implicitly assumes that

1. the set of players is  , the set of available strategies to a player  is , and the

player  plays a strategy that maximizes the expected value of  :  → R according

to some belief, and that

2. each player knows 1, and that

3. each player knows 2, and that

. . .

 each player knows − 1
. . .

ad infinitum.

That is, it is implicitly assumed to be common knowledge among the players that

the game is ( 1     ) and that players are rational (i.e. they are expected

utility maximizers). As a solution concept, rationalizability yields the strategies that

are consistent with these assumptions, capturing what is implied by the model (i.e. the

game). Other solution concepts impose further assumptions, usually on players’ beliefs,

to obtain sharper predictions. In this section, I will formally introduce rationalizability

and present some of its applications. I will first illustrate the idea on a simple example,

before presenting the formal theory.
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2.1.1 An Example

Consider the following game.

1\2  

 2 0 −1 1
 0 10 0 0

 −1−6 2 0

(2.1)

A player is said to be rational if he plays a best response to a belief about the other

players’ strategies. What does rationality imply for this game?

Consider Player 1. Should he play  , or  , or ? A quick inspection of his payoffs

reveals that his best play depends on what he thinks the other player does. Let’s then

write  for the probability he assigns to  (as Player 2’s play), representing his belief

about Player 2’s strategy. His expected payoffs from playing  ,  , and  are

 = 2− (1− ) = 3− 1
 = 0

 = −+ 2(1− ) = 2− 3

respectively. These values are plotted in Figure 2.1 as a function of . Clearly,  is the

largest when   12, and  is the largest when   12. At  = 12,  =   0.

Hence, if player 1 is rational, then he will play  when   12, D when   12, and

 or D if  = 12.

Notice that, if Player 1 is rational, then he will never play –no matter what he

believes about the Player 2’s play. Therefore, if we assume that Player 1 is rational

(and that the game is as it is described above), then we can conclude that Player 1

will not play  . This is because  is a strictly dominated strategy. In particular, the

mixed strategy that puts probability 1/2 on  and probability 1/2 on  yields a higher

expected payoff than strategy  no matter what (pure) strategy Player 2 plays. A

consequence of this is that  is never a weak best response to a belief , a general fact

that will be established momentarily.

What are the implications of the assumption that players know that the other players

are also rational? Now, rationality of player 1 requires that he does not play  . For

Player 2, her both actions can be a best reply. If she thinks that Player 1 is not likely
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Figure 2.1: Expected payoffs in the example

to play  , then she must play , and if she thinks that it is very likely that Player

1 will play  , then she must play . Hence, rationality of player 2 does not put any

restriction on her behavior. But, what if she thinks that it is very likely that player 1 is

rational (and that his payoff are as in (2.1))? In that case, since a rational player 1 does

not play  , she must assign very small probability for player 1 playing  . In fact, if

she knows that player 1 is rational, then she must be sure that he will not play  . In

that case, being rational, she must play . In summary, if player 2 is rational and she

knows that player 1 is rational, then she must play .

Notice that we first eliminated all of the strategies that are never a (weak) best

response (namely ), then taking the resulting game, we eliminated again all of the

strategies that are never a best response (namely ). The resulting strategies are the

strategies that are consistent with the assumption that players are rational and they

know that the other players are rational.

As one imposes further assumptions about rationality, one keeps iteratively elimi-

nating all strategies that are never a best response (if there remains any). Recall that

rationality of player 1 requires him to play  or , and knowledge of the fact that player

2 is also rational does not put any restriction on his behavior–as rationality itself does

not restrict Player 2’s behavior. Now, assume that Player 1 also knows (i) that Player

2 is rational and (ii) that Player 2 knows that Player 1 is rational (and that the game is

as in (2.1)). Then, as the above analysis shows, Player 1 must know that Player 2 will
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play . In that case, being rational, he must play . Therefore, common knowledge of

rationality implies that Player 1 plays  and Player 2 plays .

2.1.2 Rationalizability as the Outcome of Iterated Strict Dom-

inance

I will next apply these ideas more generally for a fixed game ( ). First recall that

a belief of a player  is a probability distribution − on − =
Q

 6= ; a mixed strategy

 of a player  is a probability distribution over the set  of his own strategies, and



¡
−

¢
is the set of best responses to the belief −, consisting of the strategies 

∗
 with


¡
∗  −

¢ ≥ 
¡
 −

¢
for every  ∈ .

Depending on whether one allows correlated beliefs, there are two versions of Ratio-

nalizability. Following Remark 1.1, we allow correlated beliefs, leading to the correlated

version of Rationalizability. Note that the original definitions of Bernheim (1985) and

Pearce (1985) impose independence, and these concepts are identical in two player games.

Definition 2.1 For any player , playing a strategy  is said to be rational if and only

if  is a best response to some belief −.

Playing a strategy is not rational if and only if it is never a weak best reply. This

idea of rationality is closely related to the following notion of dominance.

Definition 2.2 A strategy ∗ strictly dominates  if

(
∗
  −)  ( −)∀− ∈ −

Similarly, a mixed strategy  strictly dominates  if

( −)  ( −)∀− ∈ −

That is, no matter what the other players play, playing ∗ is strictly better than

playing  for player . In that case, if  is rational, he would never play the strictly

dominated strategy . That is, there is no belief under which he would play , for 
∗


would always yield a higher expected payoff than  no matter what player  believes

about the other players.1

1As a simple exercise, prove this statement.
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Definition 2.3 A strategy  is said to be strictly dominated if and only if there exists

a pure or mixed strategy that strictly dominates .

Notice that, in the game in (2.1), neither of the pure strategies  ,  , and  dom-

inates any strategy. Nevertheless,  is dominated by the mixed strategy that 1 that

puts probability 1/2 on each of  and . For each , the payoff from 1 is

1 =
1

2
(3− 1) + 1

2
(2− 3) = 1

2


which is larger than 0, the payoff from  . Recall that in our example there is no belief

() under which  is a best response. I will show next that this is indeed a general

result.2

Theorem 2.1 (Pearce’s Lemma) Playing a strategy  is not rational for  (i.e.  is

never a weak best response to a belief −) if and only if  is strictly dominated.

Proof. I will first show that if  is not strictly dominated it is a weak best response

to some belief. Let  be the set of continuous functions  : − → R. For each mixed

strategy , consider the function

 ( ·) : − 7→ ( ( −)) 

and let  be the set of all such functions. For a visualization, note that when the

strategy space is finite,  ( ·) is simply the vector of expected payoffs from  where

the coordinates represent the pure strategies − played by other players. Clearly,  is

convex. Take any  that is not strictly dominated, and define

 = { ∈  | (−)   ( −) ∀−} 

Clearly,  is also convex and open. Moreover, since  is not strictly dominated, ∩ =
∅. Hence, by the Separating-Hyperplane Theorem, there exists a continuous linear map

− :  → R such that

− ()  − () ∀ ∈   ∈  (2.2)

2It may be useful to study the Separating-Hyperplane Theorem in the Appendix before studying the

proof.
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Since there is a sequence in  converging to  ( ·) and since − is continuous, in-
equality (2.2) implies that

− ( ( ·)) ≤ − ( ( ·)) ∀ (2.3)

Moreover, since  is a comprehensive set (i.e.,  ∈  whenever  ≤  and  ∈ ),

(2.2) implies that the linear mapping − is increasing. Hence, there exists a probability

distribution − ∈ ∆ (−) such that − () =
R
−. In particular, by (2.3),Z

 ( −) − (−) ≤
Z

 ( −) − (−) ∀

showing that  is a best response to the belief − ∈ ∆ (−).

Conversely, take any  that is strictly dominated by :

 ( −)   ( −) (∀−) 

Then, by monotonicity of expectations,


¡
 −

¢
 

¡
 −

¢ ¡∀−¢  (2.4)

Now, suppose that  is a best response to some −:


¡
 −

¢ ≥ 
¡
0 −

¢
(∀0) 

The monotonicity of expectation this time implies that


¡
 −

¢ ≥ 
¡
 −

¢


contradicting (2.4).

Theorem 2.1 states that if one assumes that players are rational (and that the game

is as described), then one can conclude that no player plays a strategy that is strictly

dominated (by some mixed or pure strategy), and this is all he can conclude.

Write

1 = { ∈ |  is not strictly dominated} 

By Theorem 2.1, 1 is the set of all strategies that are best response to some belief, i.e.,

1 =  (∆ (−)) 
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Let us now explore the implications of the assumption that player  is rational and

knows that the other players are rational. To this end, consider the strategies  that are

best response to a belief − of  on − such that −
¡
1−

¢
= 1, where 1− =

Q
 6= .

That is, − puts zero probability for strategies that are not best response to any belief.

Here, the first part (i.e.  is a best response to a belief −) corresponds to rationality

of  and the second part (i.e. if − (−)  0, then  is a best response to a belief

) corresponds to the assumption that  knows that  is rational. By Theorem 2.1,

each such  is not strictly dominated, i.e.,  ∈ 1 . Hence, by another application of

Theorem 2.1,  is not strictly dominated given 1−, i.e., there does not exist a (possibly

mixed) strategy  such that

 ( −)   ( −) ∀− ∈ 1−.

Of course, by Theorem 2.1, the converse of the last statement is also true. Therefore,

the set of strategies that are rationally played by player  knowing that the other players

are also rational is

2 =
©
 ∈ |  is not strictly dominated given 1−

ª


By iterating this logic, one obtains the following iterative elimination procedure,

called iterative elimination of strictly-dominated strategies.

Definition 2.4 (Iterative Elimination of Strictly-Dominated Strategies) Set 0 =

, and for any   0 and set


 =

©
 ∈ |  is not strictly dominated given −1

−
ª


i.e.,  ∈ 
 if and only if there does not exist any  such that

 ( −)   ( −) ∀− ∈ −1
− .

Caution: Two points are crucial:

1. Only the strictly dominated strategies are eliminated. A weakly dominated strat-

egy is not eliminated unless it is also strictly dominated. For example, no strategy

is eliminated in

 

 1,1 0,0

 0,0 0,0

although ( ,) is a dominant strategy equilibrium.
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2. We do eliminate the strategies that are strictly dominated by mixed strategies

(but not necessarily by pure strategies). For example, in the game in (2.1), we do

eliminate  although neither  nor  dominates  .

Notice that when there are only finitely many strategies, this elimination process must

stop at some , i.e., there will be no dominated strategy to eliminate after a round.

If elimination process never stops (in an infinite game), we eliminate indefinitely. The

process is called iterated elimination of strictly dominated strategies or simply iterated

strict dominance.

By Theorem 2.1,  corresponds to the set of strategies that are consistent with

th-order mutual knowledge of rationality, as formally stated next.

Theorem 2.2 For every   0,


 = 

¡
∆

¡
−1
−

¢¢


Note that, for any , a strategy  is in 
 if and only if it is rationally played by

 in a situation in which (1)  is rational, (2)  knows that every player is rational, (3) 

knows that everybody knows that every body is rational, and . . . ()  know that every

body knows that . . . everybody knows that everybody is rational. That is,  is a best

response to a belief 1− such that every 1 in the support of 
1
− is a best response to

some belief 2− such that every every 
2
 in the support of 

2
− is a best response to some

belief 3− . . . up to order . It is in that sense 
 is the set of strategy profiles that

are consistent with th-order mutual knowledge of rationality.

Rationalizability corresponds to the limit of the iterative elimination of strictly-

dominated strategies.

Definition 2.5 (Rationalizability) For any player , a strategy is said to be rational-

izable if  ∈ ∞ where

∞ =
\
≥0


 

Rationalizability corresponds to the set of strategies that are rationally played in

situations in which it is common knowledge that everybody is rational, as defined at

the beginning of the lecture. When a strategy  is rationalizable, it can be justi-

fied/rationalized by an indefinite chain of beliefs − as above. On the other hand, if a
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strategy is not rationalizable, it must have been eliminated at some stage , and such

a strategy cannot be rationalized by a chain of beliefs longer than . For the sake of

completeness the following result states that there is always a rationalizable strategy.

Theorem 10.2 formally establishes that rationalizability characterizes the strategies that

are consistent with common knowledge of rationality.

Proposition 2.1 ∞ 6= ∅.

Exercise 2.1 Prove this proposition.

Note that compactness and continuity assumptions in Assumption 1.1 are not su-

perfluous. In a single player case, there may not be any optimal action when either of

these conditions fail.

Note also that a strategy is eliminated even if it is only dominated by a previ-

ously eliminated strategies. That is, eliminated strategies stay around for elimination

purposes. In practice one may want to ignore those strategies altogether, considering

successive games with smaller strategies. This can be done when the game is finite but

it may lead to wrong conclusions in infinite games.

Exercise 2.2 For any game  = ( ), define ̂0 ̂1    by ̂0 =  and

̂
 =

n
 ∈ ̂−1

 |  is not strictly dominated in game
³
 ̂−1 

´o


1. Show that, if  is finite, then ̂ =  for each .

2. Find a game  in which ∞ = ∅ but
¯̄̄
̂1

¯̄̄
= 1, so that ̂∞ = ̂1 = ̂2 = · · · is

non-empty. (Clearly Assumption 1.1 does not hold in .)

2.1.3 Rationalizability–Fixed-point Definition

There is also a fixed-point definition for rationalizability, which is useful in proving

theorems, such as proving that rationalizability characterizes the strategies that are

consistent with the common knowledge of rationality. Towards introducing fixed-point

definition, I introduce a new formalism.
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Definition 2.6 A set  = 1×· · ·× ⊆  is said to have best-response property (or

to be closed-under rational behavior) if for each  ∈  ,

 ⊆  (∆ (−)) ;

i.e., every  ∈  is a best response to some  ∈ ∆ (−).

To spell out the definition, suppose that it is common knowledge that a strategy

profile in  is played and this can be any strategy profile in . Best-response property

states that one cannot refine this prediction any further by using rationality of the

players and the common knowledge assumption. Note that if  = 1 × · · · ×  and

 0 =  01 × · · · ×  0 have best-response property, so does (1 ∪  01) × · · · × ( ∪  0).
Hence, the largest set  with the best-response property exists. Rationalizability can

also be defined as the largest  with the best response property, as established in the

following result. (Indeed, when this result fails, one must take the largest set with best

response property as the set of rationalizable strategies, rather than the outcome of the

iterated strict dominance.)

Theorem 2.3 If  has best-response property, then  ⊆ ∞. Moreover, under As-

sumption 1.1, ∞ has the best response property.

Proof. For the first part, it suffices to show that  ⊆  for every finite . The

statement is true for = 0, by definition. Towards an induction, assume that  ⊆ −1.

Then, for each ,

 ⊆  (∆ (−)) ⊆ 

¡
∆

¡

−

¢¢
= 

 

completing the proof. (Here, the first inclusion is by definition of best-response property,

the second inclusion is by the inductive hypothesis, and the equality is by Theorem 2.2.)

For the second part, take any  ∈ ∞ . Since  ∈ 
 for each , there exists a

sequence  ∈ ∆ (−) such that  ∈  () and 
¡
−1
−

¢
= 1. But since − is a

compact metric space, so is ∆ (−), and hence  has a limit distribution  ∈ ∆ (−).

Since  is upperhemicontinuous in  (Lemma 1.1) and  ∈  () for each ,  is a

best response to  , i.e.,  ∈  (). One can also show that 
¡
∞−

¢
= 1,3 showing that

∞ has the best-response property.

In the rest of this section, I will discuss rationalizability on two examples.

3For any , since 
¡
−

¢
= 1 for every    and − is closed, 

¡
−

¢
= 1. Since − converges

monotonically to ∞−, this further implies that 
¡
∞−

¢
= 1.
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Example: (Beauty Contest) Consider an -player game in which each player  has

strategies  ∈ [0 100], and payoff

 (1     ) = −
µ
 − 2

3

1 + · · ·


¶2



Notice that, in this game, each player tries to play a strategy that is equal to two thirds of

the average strategy, which is also affected by his own strategy. Each person is therefore

interested guessing the other players’ average strategies, which depends on the other

players’ estimate of the average strategy. Let’s apply our procedure to this game.

First, since each strategy must be less than or equal to 100, the average cannot

exceed 100, and hence any strategy   2003 is strictly dominated by 200/3. Indeed,

any strategy   1 is strictly dominated by 1 where4

1 =
2 (− 1)
3− 2 100

To show that   1 is strictly dominated by 1, we fix any (1     −1 +1    )

and show that

 (1     −1  +1    )  
¡
1     −1 

1 +1    
¢
 (2.5)

By taking the derivative of  with respect to , we obtain




= −2

µ
1− 2

3

¶µ
 − 2

3

1 + · · ·


¶


Clearly,   0 if µ
 − 2

3

1 + · · ·


¶
 0

which would be the case if

 
2

3− 2
X
 6=

 (2.6)

But since each  ≤ 100, the sum
P

 6=  is less than or equal to (− 1) 100. Hence, it
suffices that

 
2

3− 2 (− 1) 100 = 1

Therefore, in the region   1,  is a strictly decreasing function of  and (2.5) is

satisfied. This shows that all the strategies   1 are eliminated in the first round.

4Here 1 is just a real number, where superscript 1 indicates that we are in Round 1.
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On the other hand, each  ≤ 1 is a best response to some (1     −1 +1    )

with

 =
2

3− 2
X
 6=



Therefore, at the end of the first round the set of surviving strategies is [0 1].

Now, suppose that at the end of round , the set of surviving strategies is [0 ]

for some number . By repeating the same analysis above with  instead of 100, we

can conclude that at the end of round + 1, the set of surviving strategies is [0 +1]

where

+1 =
2 (− 1)
3− 2 

The solution to this equation with 0 = 100 is

 =

∙
2 (− 1)
3− 2

¸
100

Therefore, for each , at the end of round , a strategy  survives if and only if

0 ≤  ≤
∙
2 (− 1)
3− 2

¸
100

Since

lim
→∞

∙
2 (− 1)
3− 2

¸
100 = 0

the only rationalizable strategy is  = 0.

Notice that the speed at which  goes to zero determines how fast we eliminate

the strategies. If the elimination is slow (e.g. when 2 (− 1)  (3− 2) is large), then
many strategies are eliminated at very high iterations. In that case, predictions based

on rationalizability heavily rely on strong assumptions about rationality, i.e., everybody

knows that everybody knows that ... everybody is rational. For example, if  is small or

the ratio 23 is replaced by a small number, the elimination is fast and the predictions

of rationalizability are more reliable. If the  is large or the ratio 23 is replaced by a

number close to 1, the elimination is slow and the predictions of rationalizability are less

reliable. In particular, the predictions of rationalizability for this game is more robust

in a small group than a larger group.

A general problem with rationalizability is that there are usually too many ratio-

nalizable strategies in economic models; the elimination process usually stops too early.
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This limits the predictive power of the theory. For example, in the Matching Pennies

game

Head Tail

Head −1 1 1−1
Tail 1−1 −1 1

every strategy is rationalizable, and we cannot say what the players will do. By further

requiring that the players’ conjectures about the other players are know, Nash equilib-

rium attempts to refine rationalizability and sharpen the predictions.

2.2 Nash Equilibrium

In equilibrium, players’ beliefs are identical to the mixed strategies of their opponents,

and hence it is useful for equilibrium analysis to define the concept of best response to

a strategy.

Definition 2.7 For any player , a strategy ∗ is a best response to a strategy profile

− if

(
∗
  −) ≥ ( −)∀ ∈ 

Similarly, a mixed strategy ∗ is a best response to a mixed strategy profile − if

(
∗
  −) ≥ ( −)∀ ∈ 

Note that, in the above definition, the mixed strategies are assumed to be stochasti-

cally independent:

(
∗
  −) =

X
∈

 ()
∗
 ()

Y
 6=

 ()

( −) =
X

−∈−
 ()

Y
 6=

 () 

In the definition, I consider only the deviations by pure strategies. Indeed, since the

payoffs are linear with respect to the probabilities, there exists a profitable deviation if

and only if there exists a profitable deviation in pure strategies.
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Definition 2.8 A strategy profile (∗1  
∗
) is a Nash Equilibrium if ∗ is a best-

response to ∗− = (
∗
1  

∗
−1 

∗
+1  

∗
) for each . That is, for all , we have that

(
∗
  

∗
−) ≥ ( 

∗
−) ∀ ∈ 

Similarly, a mixed strategy profile (∗1  
∗
) is a Nash Equilibrium if ∗ is a best-

response to ∗− = (
∗
1  

∗
−1 

∗
+1  

∗
) for each .

In other words, no player would have an incentive to deviate, if he correctly guesses

the other players’ strategies. If we consider a strategy profile a social convention, then

being a Nash equilibrium is tied to being self-enforcing, that is, nobody wants to deviate

when they think that the others will follow the convention. A Nash equilibrium distri-

bution is a distribution ∗ = ∗1 × · · · × ∗ ∈ ∆ () induced by a mixed-strategy Nash

equilibrium ∗1 × · · · × ∗.

Rationalizability has a strong epistemic foundation: it characterizes the strategic

implications of common knowledge of rationality, characterizing what is implied by the

implicit assumptions made in the definition of a game. As we will see later, it has also

strong evolutionary foundations: in any adaptive process the proportion of the players

who play a non-rationalizable strategy will go to zero as the system evolves.

Nash equilibrium has weaker foundations. Here, I will mention two of these, as they

provide alternative interpretations to a mixed strategy Nash equilibrium. First, Aumann

and Brandenburger (1995) show that, in a two-player game, if it is mutually known that

• the conjecture of player 1 about player 2’s strategy is 1 ∈ ∆ (2),

• the conjecture of player 2 about player 1’s strategy is 2 ∈ ∆ (1),

• the players are rational,

then (2 1) is a Nash equilibrium.
5 Note that the conjecture  of player  about player

 is a probability distribution on the strategy set of player  and hence can be formally

considered as a mixed strategy of player . Aumann and Brandenburger’s result states

that one can indeed interpret a Nash equilibrium as an equilibrium of conjectures, where

5The proof of this result is rather straightforward. If player  knows that player  is rational and has

conjecture  , then every  that he assigns positive probability (i.e.  ()  0) is a best response to

 . This is indeed an alternative definition of a Nash equilibrium.
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one’s conjecture is the other player’s strategy. For more than two players, one needs much

stronger assumptions to reach such an interpretation of a Nash equilibrium. After all, in

order to interpret a player’s mixed strategy as the other players’ conjectures about him,

all the other players must have the same conjecture about him. A second interpretation

comes from evolution. If one interprets the mixed strategies as the proportion of players

playing various strategies, all Nash equilibria are steady states of adaptive processes.

In the rest of this section, I will present the existence and continuity properties of

Nash equilibrium. These results will be used later.

2.2.1 Existence of Nash Equilibrium

Under broad continuity assumptions for utility functions and compactness and convexity

assumptions for strategy sets, one can easily show that a Nash equilibrium exists. Here,

the continuity and compactness assumptions are indispensable because they are needed

existence of a solution to optimization problems, which are Nash equilibria in single-

player games. Convexity assumption is used for satisfying the conditions of fixed-point

theorems, such as Kakutani’s Fixed-Point Theorem. The latter fixed-point property is

clearly relevant only for equilibrium in multi-player games. There are also fixed-point

theorems for non-convex spaces, such a Tarski’s Fixed-Point Theorem, and one can also

use such theorems to establish existence of Nash equilibrium in non-convex games. Here,

I will present a general existence theorem, building on Kakutani’s Fixed-Point Theorem

(see Appendix A.4).

Theorem 2.4 Let  = ( ) be a game where each  is a convex, compact subset

of a Euclidean space and each  :  → R is continuous in  and quasi-concave in .

Then, there exists a Nash equilibrium ∗ ∈  of game .

Proof. In the proof, I will construct a correspondence  :  ⇒  that satisfies the

conditions of Kakutani’s Fixed-Point Theorem and whose fixed-points are all Nash equi-

libria of . One can then conclude that  has a fixed point, which is a Nash equilibrium.

Let  :  ⇒  be the “best reply” correspondence:

 () =  (−) (∀ ∈   ∈ ) 

Since  is compact and the utility functions are continuous, by the Maximum Theorem

(see Lemma 1.1),  is non-empty and has closed graph. Moreover, by quasi-concavity,
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 is also convex-valued. Hence,  satisfies the conditions of Kakutani’s fixed-point

theorem. Therefore,  has a fixed point:

∗ ∈  (∗) 

Since ∗ ∈ 

¡
∗−

¢
for each  by definition of  , ∗ is a Nash equilibrium.

For games with convex strategy sets and quasiconcave utility functions, Theorem 2.4

proves existence of a pure strategy Nash equilibrium. One can use this result to establish

existence of equilibrium in classical economic models, such as the Cournot competition

presented in the next section. Theorem 2.4 has another less obvious application:

Corollary 2.1 Every finite game  = ( ) has a (possibly mixed) Nash equilibrium

∗.

Proof. Since  is finite, each ∆ () is a simplex in a Euclidean space; in particular it

is convex and compact. Moreover,  () =
P

  ()1 (1) · · · · ·  () is continuous
in  and linear in . Hence, 

0 = (∆ (1)     ∆ ()  ) satisfies the assumptions

of Theorem 2.4. Therefore, there exists a Nash equilibrium ∗ ∈ ∆ (1)× · · · ×∆ (),

which is also a (mixed) Nash equilibrium of .

While continuity and compactness assumptions are often made in theory (as they are

used for existence of best response), the games in many applications, such as auctions,

have discontinuous utility functions. (See Section 2.2.3 below for existence of equilibrium

in games discontinuous utility functions.)

2.2.2 Upperhemicontinuity of Nash Equilibrium

TheMaximumTheorem establishes that the best-response correspondence is upperhemi-

continuous in parameters when the payoffs are continuous and the domain is compact.

In that case, in optimization problems, the limits of the solutions is a solution to the

optimization problem in the limit. One can then find a solution by considering approx-

imate problems and taking the limit. There can be other solutions in the limit, and

hence best response correspondence is not lowerhemicontinuous in general. Nash equi-

librium (like many other solution concepts) inherits these properties of the best response

correspondence. I will next establish this result.
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Consider a compact metric space  of some payoff-relevant parameters. Fix a set 

of players and set  of strategy profiles, where  is again a compact metric space. The

utility function of each player  depends on  as well as . That is,  : × → R. The

utility functions are assumed to be continuous (both in strategies and the parameters).

It is also assumed that parameter value  is commonly known. Write  () and

 () for the sets of all Nash equilibria and all pure Nash equilibria, respectively, of

game (  (·;)) in which it is common knowledge that the parameter value is .

Theorem 2.5 If  is a compact metric space and each  is continuous (in ( )), then

the correspondences  and  are compact-valued, and upperhemicontinuous.

Proof. I will prove the result for ; the result for  is more straightforward.

Since the strategy space is compact, the above conditions are equivalent to closed-graph

property, which I will prove. To this end, take any sequence ( ) → ( ) with

 ∈  () for each . Suppose that  6∈  (). Then,

 ( − )   ( − )

for some  ∈  and  ∈ . But, since  ( ) is continuous in ( ) (by Lemma A.1

in the Appendix) and ( )→ ( )  this implies that


¡
 


− 


¢
 

¡
  


− 


¢

for some large , showing that  6∈  ()–a contradiction.

2.2.3 Existence of Nash Equilibrium in Discontinuous Games

The utility functions are discontinuous in many important games, such as first price auc-

tion and Bertrand competition. While one needs some form of compactness of strategy

space and continuity of utility functions to ensure existence of best response, continuity

assumption can be substantially relaxed for existence of equilibrium. In this section, I

will present an existence theorem for discontinuous games that covers many important

applications with discontinuous payoffs. The following is the key assumption that re-

places the continuity assumption. (Here, each  is assumed to be a metric space. An

open neighborhood of − is an open subset of − that contains −.)
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Definition 2.9 A player  can secure a payoff  at strategy profile  ∈  if there exists

̄ ∈  such that


¡
̄ 

0
−

¢ ≥ 

for all 0− on some open neighborhood of −.

That is, even if other players slightly deviate from their strategies, he can ensure a

payoff of  by playing ̄. For example, if  is continuous, he can secure  () −  for

any positive  by playing . Similarly, in discrete games, each {−} is open, and hence
player  can secure  () by playing . (The utility functions are vacuously continuous

in such games.) We will use this definition for discontinuous games where one can secure

 ()−  by playing some other strategy.

Definition 2.10 A game ( ) is better-reply secure if for any ∗ that is not a Nash

equilibrium and for any sequence  → ∗ with limit payoff ∗ = lim  (
), some player

 can secure ∗ +  at ∗ for some   0.

Note that, since ∗ is not a Nash equilibrium, there exists a player  who will get more

than  (
∗) by deviating to some ̄. If  is continuous, he would secure a payoff of ∗ +

at ∗ for some   0 by playing ̄. Hence, the better deviation payoff is guaranteed even

if other players slightly deviate from ∗. The definition requires this without requiring

continuity. This weaker assumption is satisfied in many applications, such as first-price

auction. The next result establishes existence of a pure strategy equilibrium for such

games.

Theorem 2.6 If  = ( ) is better reply secure,  is compact, and  is quasi-

concave in  for each , then there exists a Nash equilibrium ∗ ∈  of game .

This result is proven by approximating the utility functions  by continuous func-

tions. Recall that, by upper-hemicontinuity, limits of equilibria of the approximated

games would also be equilibria of the original game if the utility functions were all

continuous—even at the limit. Without continuity, a limit of the equilibria of the ap-

proximations need not be an equilibrium of the original game. The better reply security

condition ensures that it is indeed a Nash equilibrium. This is because, if it were not,

a player would secure a better payoff by a deviation strategy, which will remain to
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be a profitable deviation when the approximation is sufficiently small. (See Bertrand

competition below for an application of this result. There are also simpler sufficient

conditions. As in Corollary 2.1, one can obtain an existence result in mixed strategies

without requiring quasiconcavity.)

2.3 Correlated Equilibrium

We have so far considered two fundamental solution concepts: rationalizability and Nash

equilibrium. These solution concepts can be viewed as two extreme benchmarks. At one

extreme, rationalizability assumes only common knowledge of rationality, assumptions

that are already made in the definition of the game. Under rationalizability, the players’

beliefs are constrained only by support restrictions. Their beliefs can have no relation

to what the other players are actually doing, and the beliefs of two players about a third

one can be quite different. At the other extreme, Nash equilibrium assumes that players

knows what the other players are doing; this assumption is made for the conjectures of the

players in mixed strategy equilibria. In this section, we will consider a middle solution

concept: correlated equilibrium. A correlated equilibrium is an ex-ante theory about

how players play and rationalize their behavior. It restricts players’ beliefs assuming

that they come from a (possibly hypothetical) common prior.6

Definition 2.11 (Information Structure) An information (or belief) structure is a

list (Ω ()∈  ( )∈ ∈Ω ) where

• Ω is a (finite) state space,

•  is a partition of Ω for each  ∈  called information partition of , each cell of

 being called an information set of player ,

•  is a probability distribution on (), which is the information set of  that

contains , representing the belief of .

For a given game  = ( ), an epistemic model is a pair  = (Ω ()∈   s)

of an information structure (Ω ()∈   ) and a mapping s : Ω→  such that each 

is constant over each information set  ().

6We will study the common-prior assumption in greater detal in Chapter 9.
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Figure 2.2: An information structure

Here, state  summarizes all the relevant facts of the world. Note that only one

of the states is the true state of the world; all the other states are hypothetical states

needed to encode the players’ beliefs. If the true state is , player  is informed that the

true state is in (), and he does not get any other information. Such an information

structure arises if each player observes a state-dependent signal, where () is the set of

states in which the value of the signal of player  is identical to the value of the signal at

state . The mapping s : Ω→  gives Game Theoretical meaning to the abstract state

space, by identifying the strategy profile s () played at each state . The mapping 

is constant over each information set  () in order to ensure that players know their

own strategies.

Example 2.1 For  = {1 2}, consider the information structure in Figure 2.2. Here,
the state space is Ω = {0 1 2}. The information sets of players 1 and 2 are depicted
by rounded and regular rectangles, respectively. For example, at 0, player 1 finds 1

possible and rules out 2. Similarly, player 2 rules out 1. At each state , the proba-

bilities 1 () and 2 () that players 1 and 2 assign to the true state  are depicted

in the figure, in the given order. For example, at state 1, player 1 knows that the state

is 1 and assigns probability 1 on 1, while player 2 assigns probability 1/2 on 1 and

probability 1/2 on 0.

Definition 2.12 An information structure (Ω ()∈  ()∈ ∈Ω ) is said to admit

a common prior  ∈ ∆ (Ω) if

 =  (·| ()) ∀  (CPA)
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In that case, the information structure is denoted as (Ω ()∈   ). A common-prior

model is any model  = (Ω ()∈   s) in which information structure admits a

common prior.

Here,  (·| ()) is a conditional probability distribution on Ω given information set

 (). Since it puts probability 1 on  () it is also viewed as a probability distribution

on  (). Recall that when Ω is finite and  ( ())  0,

 (
0) =  (0| ()) =  ({0})  ( ()) (∀0 ∈  ())  (2.7)

Example 2.2 The information structure in Figure 2.2 admits a common prior  where

 (0) =  (1) =  (2) = 13

For example, 10 (0) =  (0| {0 1}) = 1
3

¡
1
3
+ 1

3

¢
= 12.

The condition (CPA) in the above definition is called the Common-Prior Assumption.

It states that all differences in beliefs can be attributed to differences in information.

The common-prior assumption has been made throughout traditional economic models

in regards to underlying economic environment. Here, the assumption is made about

the players’ beliefs about the strategies. Since the beliefs about strategies are highly

subjective and there is no physical ex-ante stage, some may find the common-prior

assumption especially unwarranted in the current setup (see Gul’s (1998) critique and

Aumann’s (1998) response). This assumption is also made in Nash equilibrium. For

us, the assumption (CPA) provides a good transition from rationalizability to Nash

equilibrium, providing a middle solution concept (namely, correlated equilibrium) that

puts more discipline in players’ beliefs without requiring that the players know the other

players’ strategies.

Definition 2.13 (Correlated Equilibrium) A correlated equilibrium is any common-

prior model  = (Ω ()∈   s) in which

s () ∈ 

¡
 (·| ()) ◦ s−1−

¢
for all  and .
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The displayed condition can be spelled as follows. The probability distribution

 (·| ()) ◦ s−1− is the probability distribution induced on the other players’ strategy
set − by the belief  of player  at state  and the mapping s. Hence, this is the

belief of player  at state  about the other players’ strategies. The displayed condition

requires that the strategy s () played by player  at state  must be a best response to

her belief about the other players’ strategies at that state. That is, player  is rational at

state . Since this is required at all states, we call it common knowledge of rationality

(of player ). Of course, what distinguishes correlated equilibrium is that the model has

common prior. In plain English, a correlated equilibrium is a theory about behavior

that assumes common knowledge of rationality and a common prior. As such, the cor-

related equilibria characterize the implications of common knowledge of rationality and

common-prior assumptions.

It is useful to spell out what a correlated equilibrium involves:

1. Information structure (Ω ()∈   ) admits a common prior.

2. Each player  knows his own strategy. That is, s is adapted (i.e. it is constant

over each information set  ()).

3. Each player  plays a best response to other players’ strategies at each .

Example 2.3 Consider the game

 

 5 1 0 0

 4 4 1 5

(2.8)

and the epistemic model = (Ω   s) in Figure 2.2, where Ω = {0 1 2}, 1 (0) =
{0 1}, 2 (0) = {0 2},  () = 13 for each , and s (0) = ( ), s (1) = ( ),
s (2) = ( )  Observe that each player plays a best response at each state. For exam-

ple, at 2, Player 1 assigns probability 1 on 2 = , and plays s2 (2) = . Since  is

a best response to , her action is a best response. Likewise, at states 0 and 1, she

assigns probability 1/2 on 2 =  and probability 1/2 on 2 = . Under this belief, her

payoff from either strategy is 5/2 and she is indifferent between her strategies. She plays

 as a best response. Therefore,  is a correlated equilibrium of game (2.8).
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Definition 2.14 A correlated equilibrium distribution is a probability distribution

 =  ◦ s−1

on the set  of strategy profiles induced by a correlated equilibrium (Ω ()∈   s).

Note that when  is finite, the probability of a strategy profile  is simply the

probability of states at which  is played:

 () =  ({|s () = }) 

For example, the correlated equilibrium in Example 2.3 induces the following correlated

equilibrium distribution for game (2.8):

 ( ) =  (2) = 13 (2.9)

 ( ) = 0

 ( ) =  (0) = 13

 ( ) =  (1) = 13

The set of correlated equilibrium distributions has a very convenient structure. It

is a convex and compact subset of ∆ (), characterized by a set of linear inequal-

ities. Towards establishing this structure, for any  ∈ [0 1] and any two models

(Ω ()∈   s) and
¡
Ω0 ( 0)∈  

0 s0
¢
with disjoint state spaces, define a mixture

model
³
Ω̃ (̃)∈  ̃  s̃

´
by

Ω̃ = Ω ∪ Ω0

̃ () =

(
 () if  ∈ Ω

 0 () if  ∈ Ω0

s̃ () =

(
s () if  ∈ Ω

s0 () if  ∈ Ω0

̃ ( ) =  ( ∩ Ω) + (1− ) ( ∩ Ω0) 

Observe that
³
Ω̃ (̃)∈  ̃  s̃

´
has a further ex-ante stage at which one of the informa-

tion structures is randomly selected.

Exercise 2.3 Show that a mixture
³
Ω̃ (̃)∈  ̃  s̃

´
of any two correlated equilibria is

also a correlated equilibrium. Conclude that the set of correlated equilibrium distributions

is convex.
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The following characterization of correlated equilibrium distributions is generally

true; it is stated for finite games for expositional clarity.

Theorem 2.7 For any finite ( ), a probability distribution  on  is a correlated

equilibrium distribution if and only if for each  with  ( −)  0 for some − and

for each 0, X
−∈−

 ( −)  (−|) ≥
X

−∈−
 (

0
 −)  (−|)  (2.10)

The condition (2.10) is called the obedience condition. To see its logic, suppose that a

disinterested moderator randomly selects a strategy profile  from the distribution  and

recommends each player  to play  without giving any other information. Hearing the

recommendation, player comes to believe that the other players’ strategies are distributed

by  (·|). The obedience condition states that he follows the recommendation.
Formally, this corresponds to the simple model

Ω =  (2.11)

 () = {} × − =
©¡
 

0
−

¢ |0− ∈ −
ª

s () = 

with common prior . The condition (2.10) states that each player  is rational at

each state . Hence, (2.10) is a sufficient condition for a correlated equilibrium dis-

tribution. Conversely, in order to capture probability distributions induced by corre-

lated equilibria with respect to arbitrary information structures, it suffices to consider

this limited set of information structures. To see this, take any correlated equilibrium

((Ω 1      )  s). The distribution ̃ induced by ((Ω 1      )  s) on  is given

by ̃ () =
P

∈Ωs()=  (). Now suppose that instead of letting  know that the true

state is in  (), we only inform him that he needs to play s () according to s. Since

he did not have an incentive to deviate under any information (by definition of corre-

lated equilibrium), by the sure-thing principle,7 he does not have an incentive to deviate.

Hence, the new model with limited information is also a correlated equilibrium. Since

 does not depend on , the latter information structure can be represented by (2.11).

7The Sure-Thing Principle is the main axiom for expected utility theory. It states that if a decision

maker prefers  to  when she learns that an event occurs and she also prefers  to  when she learns

that the event does not occur, she must then prefer  to  without any information.
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Thanks to Theorem 2.7, the set of correlated equilibrium distributions is character-

ized by a finite set of linear inequalities.

Corollary 2.2 For any finite ( ), the set  ⊂ ∆ () of correlated equilibrium

distributions is the set of solutions  to

X
−∈−

( ( −)−  (
0
 −))  () ≥ 0 (∀  0)  (2.12)

It is compact and convex.

In practice, one uses (2.12) to study correlated equilibria, and it is often taken as

the definition of correlated equilibrium, keeping in mind that it is induced by model

as in (2.11). The next example illustrates how to compute the correlated equilibrium

distributions.

Example 2.4 Consider the following Stag Hunt game

Stag Hare

Stag 3,3 0,2

Hare 2,0 2,2

in which two hunters face a choice between hunting a stag or a hare. Here, hare cor-

responds to a safe option that does not require the cooperation of the other party, while

stag corresponds to a better option that requires all parties’ cooperation. Such coordina-

tion and cooperation motives present in many situations as we will see in many later

applications. Note that there are three Nash equilibria: (Stag, Stag), (Hare, Hare) and

a mixed strategy equilibrium in which each player plays Stag with probability 2/3. To

compute correlated equilibrium distributions, denote a distribution on  by the following

table:

Stag Hare

Stag  

Hare  1− −  − 

where  is the probability of (Stag, Stag) for example. By (2.12), this is a correlated
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equilibrium distribution if and only if

 ≥ 2 (Player 1, Stag)

 ≥ 2 (Player 2, Stag)

2 ≥ 2+ 2 + 3 (Player 1, Hare)

2 ≥ 2+ 2 + 3 (Player 2, Here)

Each inequality is corresponds to the obedience condition for the indicated player and

strategy. For example,  ≥ 2 is the condition that player 1 does not deviate when he
is asked to play Stag. By deviating, he loses 1 if the other player plays Stag and gains

2 if the other player plays Hare. We multiply these amounts by the ex-ante probabilities

of (Stag,Stag) and (Stag, Hare), respectively. Next consider the symmetric correlated

equilibria, where  = . Such symmetric distributions can be represented by pairs ( ).

Since this is a probability distribution, the pair ( ) must satisfy

+ 2 ≤ 1

The above conditions reduces to

 ≤ 2

2+ 5 ≤ 2

The set of correlated equilibrium distributions is the shaded area in Figure 2.3. Note that

the Nash equilibria are also among the symmetric correlated equilibrium distributions

where (1 0) is (Stag, Stag), (0 0) is (Hare, Hare) and (49 29) is the mixed strategy

equilibrium.

Note that the set of symmetric correlated equilibrium distributions is simply the

convex hull of the Nash equilibrium distributions. Of course, there are also asymmetric

correlated equilibria, and they are outside of the convex hull of Nash equilibria. In

general, under broad conditions, the Nash equilibria are located on the boundary of the

set of correlated equilibrium distributions as in this example. Notice also that if   0,

then   0 and +2  1. That is, both (Stag, Stag) and (Hare, Hare) are played with

positive probability. It is illustrative to see that this is true in all correlated equilibria
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(including asymmetric ones). To see this consider a distribution

Stag Hare

Stag  

Hare  0

where   0. Now if player 2 is recommended to play Hare, then she knows that player

1 plays Stag, in which case her best response must be Stag, violating the obedience

condition. For a correlated equilibrium,  must be zero. Of course, if  = 0, then player

1 must also play Stag with probability 1, leading to the (Stag, Stag) Nash equilibrium.

Note that, for (Stag, Stag) equilibrium, ex-ante obedience condition for Hare in Corollary

2.2 is satisfied (as 2 = 2) because it puts zero probability on the above violation. That

is why the obedience condition applies to all strategies in Corollary 2.2.

Exercise 2.4 Show that if  and  are Nash equilibrium distributions, then any mixture

+ (1− )  is a correlated equilibrium distribution, where  ∈ [0 1].

Exercise 2.5 Compute the set of correlated equilibrium distributions in game (2.8).

Compute also the set of expected utility pairs for these distributions and plot them.

Existence and Continuity Properties

Existence of a correlated equilibrium follows from existence of a Nash equilibrium–as

it will be clearer in the next section. The set of correlated equilibrium distributions is

also upperhemicontinuous–thanks to Corollary 2.2. Formally, consider space  of some

payoff-relevant parameters. Fix a set  of players and a finite set  of strategy profiles.

The utility function of each player  depends on  as well as . That is,  : × → R.

The utility functions are assumed to be continuous in the parameters. Write  () for

the set of all correlated equilibrium distributions of game (  (·;)) in which it is
common knowledge that the parameter value is .

Corollary 2.3 If  is a compact metric space and each  is continuous (in ( )), then

 is compact-valued and upperhemicontinuous.
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p

q

1

1/2

0 4/9

2/9

2/5

Figure 2.3: Symmetric correlated equilibria and Nash equilibria in Stag Hunt game.
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2.4 Relation Between Nash Equilibrium, Correlated

Equilibrium, and Rationalizability

Rationalizability corresponds to common-knowledge of rationality, the assumptions that

are made in the definition of the game. Correlated equilibrium further assumes that

the beliefs can be viewed as coming from a common prior. This is clearly a further

restriction, and hence correlated equilibrium is a refinement of rationalizability leading

to stronger predictions. Finally, (mixed strategy) Nash equilibrium puts even a further

restriction by assuming that the strategies of players are stochastically independent. As

such, it is a further refinement of correlated equilibrium distributions. This is formally

stated next.

Theorem 2.8 (1) A distribution  ∈ ∆ () is a Nash equilibrium distribution if and

only if  is a correlated equilibrium distribution and  = 1 × · · · ×  for some 1 ∈
∆ (1), . . . ,  ∈ ∆ (). (2) For any correlated equilibrium (Ω ()∈   s),

s (Ω) ⊆ ∞

(3) Under any correlated equilibrium distribution ,

 (∞) = 1

Exercise 2.6 Prove Theorem 2.8 for finite games.

The first part states that Nash equilibria are correlated equilibria in which the play-

ers strategies are stochastically independent. By relaxing such independence assump-

tion, correlated equilibrium results in a larger set of solutions–and a weaker solution

concept. Since the convex combination of correlated equilibrium distributions are also

correlated equilibrium distribution, the convex hull of Nash equilibrium distributions re-

mains within the set of correlated equilibrium distributions as in Figure 2.3. The latter

set can be strictly larger. For example, the correlated equilibrium in (2.9) is outside of

the Nash equilibrium distributions for game (2.8). Indeed, the expected payoff vector

for this distribution is (103 103), where players get 20/3 in total, while the sum of

payoffs can be at most 6 in any Nash equilibrium.
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The second part states that only rationalizable strategies can be played in a correlated

equilibrium. This part immediately follows from Theorem 10.2 because it is common

knowledge that everybody is rational in model (Ω ()∈   s). In turn, the last part

follows from the second part immediately: every player plays a rationalizable strategy

with probability 1 under any correlated equilibrium. In particular, every player must

play a rationalizable strategy in every Nash equilibrium.

Exercise 2.7 Find a finite game ( ) and a strategy profile  ∈ ∞ such that no

correlated equilibrium assigns positive probability on .

2.5 Classical Applications

Cournot Competition

Consider  firms. Each firm  produces  ≥ 0 units of a good at marginal cost  ≥ 0
and sell it at price

 = max {1− 0} (2.13)

where

 = 1 + · · ·+  (2.14)

is the total supply. Each firm maximizes the expected profit. Hence, the payoff of firm

 is

 =  ( − )  (2.15)

Assuming all of the above is commonly known, we can write this as a game in normal

form, by setting

•  = {1 2     } as the set of players

•  = [0∞) as the strategy space of player , where a typical strategy is the quantity
 produced by firm , and

•  : 1 × · · · ×  → R as the payoff function.
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Best Response It is useful to know the best response of a firm  to the production

levels of the other firms. Write

− =
X
 6=

 (2.16)

for the total supply of the firms other than firm . If −  1, then the price  = 0 and

the best firm  can do is to produce zero and obtain zero profit. Now assume − ≤ 1.
For any  ∈ (0 1−−), the profit of the firm  is

 ( −) =  (1−  −− − )  (2.17)

(The profit is negative if   1−−.) By setting the derivative of  with respect to

 to zero, we obtain the best production level

 (−) = max

½
1−− − 

2
 0

¾
 (2.18)

The best response functions are plotted in Figure 2.4.

Cournot Duopoly

Now, consider the case of two firms. In that case, for  6= , we have − = .

Nash Equilibrium In order to have a Nash equilibrium, we must have

1 = 1 (2) ≡
1− 2 − 

2

and

2 = 2 (1) ≡
1− 1 − 

2


Solving these two equations simultaneously, one obtains

∗1 = ∗2 =
1− 

3

as the only Nash equilibrium. Graphically, as in Figure 2.4, one can plot the best

response functions of each firm and identify the intersections of the graphs of these

functions as Nash equilibria. In this case, there is a unique intersection, and therefore

there is a unique Nash equilibrium.
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Figure 2.4:

Rationalizability The linear Cournot duopoly game is "dominance solvable" i.e.

there is a unique rationalizable strategy. Let us first consider the first couple rounds of

elimination to see this intuitively; I will then show mathematically that this is indeed

the case.

Round 1 Any strategy ̂  (1− ) 2 is strictly dominated by (1− ) 2. To see

this, consider any . Profit  ( ) is strictly increasing until  = (1− − ) 2 and

strictly decreasing thereafter. In particular, since ̂  (1− ) 2 ≥ (1− − ) 2,

 ((1− ) 2 )   (̂ ) 

showing that ̂ is strictly dominated by (1− ) 2. We therefore eliminate all ̂ 

(1− ) 2 for each player . The resulting strategies are as in Figure 2.5, where the

shaded area is eliminated.

Round 2 In the remaining game  ≤ (1− ) 2. Consequently, any strategy

̂  (1− ) 4 is strictly dominated by (1− ) 4. To see this, take any  ≤ (1− ) 2

and recall that  is strictly increasing until  = (1− − ) 2, which is greater than
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Figure 2.5: Remaining strategies after 1 round of iteration in Cournot Duopoly

or equal to (1− ) 4. Hence,

 (̂ )   ((1− ) 4 ) 

showing that ̂ is strictly dominated by (1− ) 4. We will therefore eliminate all ̂

with ̂  (1− ) 4. The remaining strategies are as in Figure 2.6. The remaining game

is a smaller replica of the original game. Applying the same procedure repeatedly we

eliminate all strategies except for the Nash equilibrium. (After every two rounds, we

obtain a smaller replica.) Therefore, the only rationalizable strategy is the unique Nash

equilibrium strategy:

∗ = (1− ) 3.

Amore formal treatment We can prove this more formally by invoking the following

lemma repeatedly:

Lemma 2.1 Given that  ≤ ̄, every strategy ̂ with ̂   (̄) is strictly dominated

by  (̄) ≡ (1− ̄ − ) 2. Given that  ≥ ̄, every strategy ̂ with ̂   (̄) is strictly

dominated by  (̄) ≡ (1− ̄ − ) 2.

Proof. Let’s first prove the first statement. Take any  ≤ ̄. Note that  (; ) is

strictly increasing in  at any    (). Since ̂   (̄) ≤  (),
8 this implies

8This is because  is decreasing.
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Figure 2.6: Remaining strategies after 2 rounds of elimination in Cournot Duopoly

that

 (̂ )  
¡
 (̄)  

¢


That is, ̂ is strictly dominated by 

 (̄).

To prove the second statement, take any  ≤ ̄. Note that  (; ) is strictly

decreasing in  at any    (). Since 

 () ≤  (̄)  ̂, this implies that

 (̂ )  
¡
 (̄)  

¢


That is, ̂ is strictly dominated by 

 (̄).

Now, define a sequence 0 1 2    by 0 = 0 and

 = 
¡
−1

¢ ≡ ¡
1− −1 − 

¢
2 = (1− ) 2− −12

for all   0. That is,

0 = 0

1 =
1− 

2

2 =
1− 

2
− 1− 

4

3 =
1− 

2
− 1− 

4
+
1− 

8


 =
1− 

2
− 1− 

4
+
1− 

8
− · · ·− (−1) 1− 

2
(2.19)
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The sequence above is a geometric series in which the contribution of each term is as

much as the contribution of the previous term. It converges to (1− ) 3.

Theorem 2.9 The set of remaining strategies after any odd round  ( = 1 3   ) is

[−1 ]. The set of remaining strategies after any even round  ( = 2 4   ) is

[ −1]. The set of rationalizable strategies is {(1− ) 3}.

Proof. We use mathematical induction on . For  = 1, we have already proven the

statement. Assume that the statement is true for some odd. Then, for any  available

at even round+1, we have −1 ≤  ≤ . Hence, by Lemma 2.1, any ̂   (
) =

+1 is strictly dominated by +1 and eliminated. That is, if  survives round + 1,

then +1 ≤  ≤ . On the other hand, every  ∈ [+1 ] =
£
 (

)   (
−1)

¤
is a best response to some  with −1 ≤  ≤ , and it is not eliminated. Therefore,

the set of strategies that survive the even round + 1 is [+1 ].

Now, assume that the statement is true for some even . Then, for any  available

at odd round+1, we have  ≤  ≤ −1. Hence, by Lemma 2.1, any ̂   (
) =

+1 is strictly dominated by +1 and eliminated. Moreover, every  ∈ [ +1] =£
 (

−1)   (
)

¤
is a best response to some  with  ≤  ≤ −1, and it is not

eliminated. Therefore, the set of strategies that survive the odd round+1 is [ +1].

Finally, notice that

lim
→∞

 = (1− ) 3

Therefore the intersections of the above intervals is {(1− ) 3}, which is the set of
rationalizable strategies.

Cournot Oligopoly

We will now consider the case of three or more firms. When there are three or more

firms, rationalizability does not help, i.e., we cannot eliminate any strategy less than the

monopoly production 1 = (1− ) 2.

In the first round we eliminate any strategy   (1− ) 2, using the same argument

in the case of duopoly. But in the second round, the maximum possible total supply by

the other firms is

(− 1) (1− ) 2 ≥ 1− 
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where  is the number of firms. The best response to this aggregate supply level is 0.

Hence, we cannot eliminate any strategy in round 2. The elimination process stops,

yielding [0 (1− ) 2] as the set of rationalizable strategies.

Of course, Cournot oligopoly has a unique Nash equilibrium as in the Cournot

duopoly. While the Nash equilibrium remains to make strong predictions as we intro-

duce new firms, the predictions of rationalizability become rather weak. (In equilibrium

analysis the weak predictions of rationalizability reappears as instability of equilibrium,

making equilibrium behavior highly sensitive to the specification of beliefs.)

Bertrand Duopoly

Consider two firms. Simultaneously, each firm  sets a price . The firm  with the lower

price    sells 1 −  units and the other firm cannot sell any. If the firms set the

same price, the demand is divided between them equally. That is, the amount of sales

for firm  is

 (1 2) =

⎧⎪⎪⎨⎪⎪⎩
1−  if   
1−
2

if  = 

0 otherwise.

We assume that it costs noting to produce the good (i.e.  = 0). Therefore, the profit

of a firm  is

 (1 2) =  (1 2) =

⎧⎪⎪⎨⎪⎪⎩
(1− )  if   
(1−)

2
if  = 

0 otherwise.

Assuming all of the above is commonly known, we can write this formally as a game

in normal form by setting

•  = {1 2} as the set of players

•  = [0∞) as the set of strategies for each , with price  a typical strategy,

•  as the utility function.

Observe that when  = 0,  (1 2) = 0 for every , and hence every  is a best

response to  = 0. This has two important implications:
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1. Every strategy is rationalizable (we cannot eliminate any strategy because each of

them is a best reply to zero).

2. ∗1 = ∗2 = 0 is a Nash equilibrium.

This is indeed the only Nash equilibrium. Hence, even with two firms, when the firms

compete by setting prices, the competitive equilibrium emerges. If the game is modified

slightly by discretizing the set of allowable prices and putting a minimum price, then the

game becomes dominance-solvable, i.e., only one strategy remains rationalizable. In the

modified game, the minimum price is the only rationalizable strategy, as in competitive

equilibrium. The model is highly sensitive to small search costs on the part of consumers:

the equilibrium behavior is dramatically different from the equilibrium behavior in the

original game and competitive equilibrium.

Exercise 2.8 Show that Bertrand duopoly is better-reply secure.

Differentiated Bertrand Competition

The Bertrand duopoly above assumes that the goods produced by the two firms are

perfect substitutes. We next consider differentiated price competition with  firms,

1     . Each firm  simultaneously sets a price , and the demand for the product of

firm  is  (1     ) where  is decreasing in  and increasing in  for each  6= .

The profit (the payoff) of firm  is . In this example, further assume that

 = 1−  +


− 1
X
 6=



where 0    1. There is a unique Nash equilibrium, in which each firm sets price

∗ =
1

2 + 


When the firms can set any price, any price  ≥ ∗ is rationalizable.

Exercise 2.9 Suppose that the set of allowable prices is [0 ̄] for some ̄  ∗. Compute

the set of rationalizable strategies.
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2.6 Notes on Literature

In his dissertation, Nash (1950) introduced the non-cooperative game theory, defined

the concept of Nash equilibrium, and proved that it exists in finite games using the

proof technique in Theorem 2.4. Nash also considered iterated elimination of strictly

dominated strategies–as a means to compute the set Nash equilibria–and analyzed

the incomplete information game of three-person poker. Harsanyi (1967) showed that

Nash’s formulation can be extended to arbitrary games of incomplete information using

type spaces, as we will see in the next chapter.

Glicksberg (1952) extended Nash’s existence theorem to compact and continuous

games (cf. Assumption 1.1). Dasgupta and Maskin (1986) studied existence of equilib-

rium in discontinuous game. The existence theorem and the concepts in Section 2.2.3

are due to Reny (1999).

Rationalizability has been introduced by Bernheim (1984) and Pearce (1984) in their

dissertations. They have in addition assumed that the beliefs do not put correlation

between different players’ strategies. They relate rationalizability to the iterative elim-

ination of strictly dominated strategies. Theorem 2.1, which characterizes rationality

with undominated strategies, is sometimes referred to as Pearce’s Lemma.

Aumann (1987) introduced the solution concept of correlated equilibrium and showed

that it captures the idea of common knowledge of rationality under common-prior as-

sumption using this formulation.

Cournot (1838) and Bertrand (1883) applied Nash’s equilibrium analysis to their

oligopoly models a century before Nash. Moulin (1984) shows that dominance solvability

and Cournot stability are logically equivalent in two-player nice games, which include

Cournot duopoly and differentiated Bertrand duopoly. Dominance solvability of these

games can be obtained from his results. The analyses of oligopoly models in Section

2.5 are confined to Nash equilibrium and rationalizability. Correlated equilibria of these

games coincide with Nash equilibria (Liu (1996), Jann and Schottmüller (2015)). In

Bertrand competition, the solution is unique if and only if the monopolist’s profit is

finite; otherwise there can be mixed strategy equilibria with arbitrarily high prices.
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2.7 Exercises

Exercise 2.10 Consider the following complete unformation game  = ( ):

   

 0 3 1 2 2 1 3 0

 4 0 2 3 1 2 0 1

 1 0 2 0 2 3 1 2

 2 0 1 0 1 0 1 3

Compute the sets of rationalizable strategies, Nash equilibria, and the correlated equilib-

rium distributions.

Exercise 2.11 Compute the set  of correlated equilibrium distributions for game

(2.8). Find the set  of corners of , where  is the convex hull of  and if

 = + (1− )  for some  ∈ (0 1),  ∈  and   ∈ , then  =  = .

Exercise 2.12 Consider an information structure (Ω  ) with finite set of states. De-

fine a possibility chain as a sequence (0 0 1 1     −1 ) of states  and players

 such that +1 ∈  () for each . An event  ⊆ Ω is said to be possibility-

connected if for any  0 ∈  there exists a possibility chain ( 0 1 1     −1 0).

An event  ⊆ Ω is said to be possibility-closed if for any  ∈  and any possibility

chain ( 0 1 1     −1 0), 0 ∈  .

1. State a possibility chain (0 0 1 1     −1 ) in plain English.

2. For any distinct possibility-connected and possibility-closed events  and  0, show

that  ∩  0 = ∅, i.e., such events form a partition of Ω.

3. Show that, for any possibility-connected and possibility-closed event  , any  ∈  ,

and any event  0,  0 is common knowledge at  if and only if  ⊆  0. (That

is, possibility-closed and possibility connected events form an information partition

for common knowledge.)

4. Assume  (
0)  0 for every , , and 0 with 0 ∈  (). Show that (Ω  ) ad-

mits a common prior if and only if for any two possibility chains (0 0 1 1     −1 )
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and
¡
00 

0
0 

0
1 

0
1     

0
0−1 

0
0

¢
with 0 = 00 and  = 0, we have
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=0
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 ()
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=0
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¡
0+1

¢
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Chapter 3

Bayesian Games

In any complete information game, it is assumed that the payoff functions and the

strategies available to any player are all common knowledge. Of course, most economic

applications involve some form of incomplete information, as one may not know another

player’s payoffs or beliefs. Since Harsanyi (1967), such situations are formalized as

Bayesian games, in which the private information is modeled through types.

Formally, Bayesian games can also be viewed as complete-information games, with

some special structure. Hence, they inherit the properties of complete-information

games. In this chapter, I exploit this fact to extend the existence and continuity proper-

ties of equilibrium in the previous section to Bayesian games. All in all, under equilibrium

analysis, Bayesian games will not be any different from complete information games.

In contrast, rationalizability analysis in Bayesian games uncovers many subtle funda-

mental issues. Indeed, there are at least three well-known notions of rationalizability in

Bayesian games, each reflecting a different view of Bayesian games. I will present these

three notions. I will show that the weakest of these three concepts, namely Interim

Correlated Rationalizability (ICR), characterizes the common knowledge of rationality.

I will also present a very general upper-hemicontinuity result for ICR.

3.1 Basic Definitions

Now, I will introduce a formulation of Bayesian games that will be used throughout the

course.

67
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Definition 3.1 A Bayesian game is a list (Θ   ) where

•  is the set of players (with generic members  )

•  =
Q

∈  is the set of action profiles (with generic member  = ()∈)

• Θ is a set of payoff parameters 

•  =
Q

∈  is the set of type profiles (with generic member  = ()∈)

•  : Θ× → R is the payoff function of player , and

• (·|) ∈ ∆(Θ× −) is the belief of type  about ( −).

Here, each player  knows his own type  and does not necessarily know  or the

other players’ types, about which he has a belief (·|) The game is defined in terms of
players’ interim beliefs (·|), which they obtain after they observe their own type but
before taking their action. The game can also be defined by ex-ante beliefs  ∈ ∆(Θ× )
for some belief . The game has a common prior if there exists  ∈ ∆(Θ× ) such that

(·|) = (·|) ∀ ∈ , ∀ ∈  (CPA)

In that case, the game is simply denoted by (Θ   ). In line with Assumption

1.1, I will maintain the following technical assumption in formal results throughout.

Assumption 3.1 The set  = {1     } is finite; the sets , Θ, and  are separable

metric spaces, and  is also compact. Each utility function  is continuous.

Once again, an important special case is that of finite Bayesian games, in which all

of the above sets are finite. Another important case is the one in which the sets , Θ,

and  are subsets of R and  is closed and bounded.

Sometimes a Bayesian game is defined by a list (   ) where utility function

 :  ×→ R (3.1)

depended on type profile  and the action profile. Here, the utility function depends

explicitly on payoff parameters but not on type profiles. The formulation here is slightly

more general. Given a game (   ) with (3.1), one can simply introduce the
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set Θ =  of parameters and a new prior ̂ on Θ ×  with support on the diagonal

{( )| ∈ }. Conversely, given a game (Θ   ) in our formulation with  :

Θ×→ R one can define a new utility function  :  ×→ R by

( ) = [( )|] =
Z
∈Θ

( )(|)

Note, however, that by suppressing the dependence on the payoff parameter , the for-

mulation with (3.1) loses some information. Such information is not needed for Bayesian

Nash equilibrium, but that information is used by interim correlated rationalizability,

the main concept we will introduce in this chapter. Also, the interim formulation here

reflects the idea behind incomplete information better.

Sometimes, yet another formulation is used for Bayesian games, which seems to be

more general than either of the formulations above. In that formulation one takes the

utility functions

 : Θ×  ×→ R (3.2)

to depend on both the payoff parameters and the type profiles. Note that this is equiv-

alent to our formulation. To incorporate the dependence on the type profiles, one can

simply take Θ̃ = Θ×  to be the set of payoff functions and the belief function to be ̃

defined by

̃
¡
Θ0 × {} ×  0− ×  0−|

¢
= 

¡
Θ0 ×  0−|

¢
for all Θ0 ⊆ Θ,  0− ⊆ − and  ∈ . This ensures that it is common knowledge

that players know their own types, which are als incorporated in the underlying payoff

parameters.

Meaning of a Type Space When a researcher models an incomplete information,

there is often no ex-ante stage or an explicit information structure in which players

observe values of some signals. In the modeling stage, each player  has

• some belief  1 ∈ ∆(Θ) about the payoffs (and the other aspects of the physical

world), a belief that is referred to as the first-order belief of ,

• some belief  2 ∈ ∆
¡
Θ× ∆(Θ)\{}

¢
about the payoffs and the other players’ first-

order beliefs (i.e.   1−)), a belief that is referred to as the second-order belief of

,
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• some belief  3 about the payoffs and the other players’ first and second order beliefs
(i.e.   1− 

2
−)

• up to infinity.

(It is an understatement that some of these beliefs may not be fully articulated even

in players’ own minds.)

Modeling incomplete information directly in this form is considered to be quite dif-

ficult. Harsanyi (1967) has proposed a tractable way to model incomplete information

through a type space. In this formalization, one models the infinite hierarchy of beliefs

above through a type space (Θ  ) and a type  ∈  as follows. Given a type  and

a type space (Θ  ), one can compute an infinite hierarchy of beliefs for type . For

example for finite Θ×  , one can compute the first-order belief of type  by

1 (·|) = margΘ(·|)

so that

1 (|) =
X
−

( −|)

the second-order belief 2 (·|) of type  by

2

³
 ̂1−1|

´
=

X
{−|1−(·|−) = ̂1−}( −|)

and so on.1 A type space (Θ  ) and a type  ∈  model a belief hierarchy (
1
  

2
  )

if and only if  (·|) =  for each .

It is important to keep in mind that in a type space only one type profile corresponds

to the actual incomplete-information situation that is meant to be modeled. All the

remaining type profiles are hypothetical situations that are introduced in order to model

the players’ beliefs.

1For any probability distribution  on product space  ×  , marg denotes the marginal dis-

tribution of  on , yielding a probability distribution on . In general, for any measurable event

 0 ⊂ , marg (
0) =  ( 0 ×  )  When  ×  is finite, the marginal distribution is computed by

marg () =  ({} ×  ) =
X
∈

 ( ) 
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Bayesian Game as a Complete-Information Game A Bayesian game can be

viewed as a complete information game. Indeed, there are two complete-information

representation of any Bayesian game, each representing a different view of a Bayesian

game. First, given any Bayesian game B = (Θ   ) with common prior  and

finite type space  , one can define ex-ante game

(B) = ( )

where

 = 


is the set of strategies  :  →  and

 () = [( ())]

is the ex-ante expected utility from strategy profile  for each  ∈  and  ∈ . (Without

the common-prior assumption, one can simply take the expectation with respect to the

belief of player  in the definition of .) In this view, a Bayesian game is simply

a complete-information game in which the players observe different dimensions of the

Nature’s moves. Here, types arise from individuals’ observations of the Nature’s move

and the ex-ante stage prior to the observation seems real. In some situations, this may

indeed be the case. For example, in a poker game, each player is randomly dealt a set of

cards from a deck and each player observes his own cards. Here, a type is any possible

combination of cards a player can be dealt. For another example, firms may literally

sample the amount of oil under a mountain before bidding for the right to extract the

oil in an auction. In genuine cases of incomplete information, however, the ex-ante stage

is just a technical device to model the interim beliefs of a type, beliefs that is formed

after observing the type.

A second complete-information game takes the interim view, in which the ex-ante

stage has no relevance. Consider any Bayesian game B = (Θ   ) with finite

 ; without loss of generality assume that the types of different players are denoted

differently so that  ∩  = ∅ for any distinct  and . One can define interim game

(B) =
³
̂ ̂ 

´
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where

̂ =
[

∈

̂ = 

̂(̂) =  [ ( ̂) |(·|)] ≡
X
(−)


¡
 ̂ ̂−

¢
( −|)

for each  ∈ ̂ . Here, each type is viewed as a different player. Since each type 

chooses just an action  ∈ , his strategy is just an action. Note that a strategy profile

 :  →  in the Bayesian game is represented as a list  = ( ())∈̂ of actions.

Finally, his payoff from a strategy profile  = ()∈̂ is the expected utility of  from

 conditional on type . I only consider finite type spaces in the definition in order to

avoid measurability issues.

3.2 Bayesian Nash Equilibrium

In this section, I present the main equilibrium concept for Bayesian games: Bayesian

Nash equilibrium. Defining a Bayesian Nash equilibrium as a Nash equilibrium of the

interim game, I establish its existence and continuity properties using the corresponding

results for Nash equilibrium.

Recall that a strategy of a player  in a Bayesian game is a mapping  :  → , as

in the ex-ante game. I will focus throughout the section on measurable strategies (when

 is uncountable).

Definition 3.2 Given any Bayesian game B = (Θ   ), a strategy profile ∗ :

 →  is said to be a Bayesian Nash equilibrium of B if



£


¡
 ∗ ()  

∗
− (−)

¢ |¤ ≥ 

£


¡
  

∗
− (−)

¢ |¤ (∀ ∈ ∀ ∈ ∀ ∈ )

where [·|] is the expectation operator under the probability distribution (·|). A
mixed strategy Bayesian Nash equilibrium is defined similarly. The set of all Bayesian

Nash equilibria of B is denoted by  (B).

That is, ∗ is a Bayesian Nash equilibrium if and only if each type plays a best

response to other players’ strategies. In other words, ∗ is a Nash equilibrium of the
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interim game  (B), when it is viewed as a collection of actions. Clearly, when player 
plays a best-response at each given type, then he also optimizes his ex-ante payoffs, i.e.,

 (
∗) = 

£


¡
 ∗ ()  

∗
− (−)

¢¤ ≥ 
£


¡
  ()  

∗
− (−)

¢¤
= 

¡
 

∗
−

¢
for every  :  → . Therefore, a Bayesian Nash equilibrium is also a Nash equilibrium

of the ex-ante game  (B). Conversely, ex-ante optimality of a strategy requires that
the player maximizes at each type that has positive ex-ante probability. In that case,

every Nash equilibrium of the ex-ante game is also a Bayesian Nash equilibrium. These

facts are formally stated as follows.

Fact 3.1 Let B = (Θ   ) be any Bayesian game. Whenever  is finite,

 (B) =  ( (B)) 

Moreover,

 (B) ⊆  ( (B)) 

Conversely, if  ()  0 for all  ∈  and  ∈  , then

 (B) =  ( (B)) 

Exercise 3.1 Formally prove these facts.

I will use these facts to extend the existence and continuity properties of Nash equi-

librium to Bayesian Nash equilibrium. Beforehand, I must note that some authors define

Bayesian Nash equilibrium as a Nash equilibrium of the ex-ante game. Here, I use the

interim definition for two reasons. First, conceptually, I take a Bayesian game to be a

model of interim beliefs, and hence rationality of players corresponds to interim opti-

mization; an ex-ante distribution need not be specified. Second, pragmatically, in many

economic applications, there are a continuum of types. For example, the value of a

object for a buyer in bargaining or auction would typically be modeled as a real number

coming from an interval. Hence, in such models, even if one specifies an ex-ante distri-

bution, ex-ante distribution assigns zero probability on some (and often all) types. But

any action for such zero-probability types is a best-response, leading to a multitude of

spurious equilibria. Such spurious equilibria are ruled out here.
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3.2.1 Existence of Bayesian Nash Equilibrium

Building on Fact 3.1 and Theorem 2.4, the following result establishes a general existence

result for Bayesian Nash equilibria.

Theorem 3.1 Let B = (Θ   ) be a Bayesian game where

• each  is a convex, compact subset of a Euclidean space,

• each  : Θ×→ R is continuous and concave in ,

• Θ is a separable metric space, and

•  is finite.

Then, there exists a Bayesian Nash equilibrium ∗ :  →  of game B in pure

strategies.

Proof. Since  (B) =  ( (B)) by Fact 3.1, it suffices to show that  (B) has
a pure strategy Nash equilibrium, by checking that  (B) satisfies the conditions of
Theorem 2.4. Since  is finite,  (B) is a finite-player game in which the strategy set
 of each player  is a convex, compact subset of a Euclidean space. Moreover, since

 is continuous and Θ×× − is a compact metric space,

̂() =  [ (  ()) |(·|)]

is continuous by Lemma A.1. Since  is concave in , ̂() is concave (and hence

quasi-concave) in  (). Therefore, there exists a Nash equilibrium ∗ :  →  of game

 (B).
For games with finite type spaces, compact and convex strategy sets and concave

utility functions, Theorem 2.4 proves existence of a pure strategy Bayesian Nash equi-

librium. The finiteness of type space is made in order to use the equivalence of Nash

equilibrium in interim game to Bayesian Nash equilibria. Note that Theorem 3.1 re-

quires that the utility functions are concave in own action, while Theorem 2.4 requires

only quasi-concavity. This is because quasi-concavity is not preserved under expectation.

One can use this result to establish existence of Bayesian Nash equilibrium in classical

economic models with finite type spaces. As in the case of Nash equilibrium, Theorem

2.4 also implies that finite games have Bayesian Nash equilibria:
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Corollary 3.1 Every finite Bayesian game B = (Θ   ) has a (possibly mixed)

Bayesian Nash equilibrium ∗.

3.2.2 Upperhemicontinuity of Bayesian Nash Equilibrium

I will now use Fact 3.1 and the upperhemicontinuity of Nash equilibrium to obtain two

upper-hemicontinuity results for Bayesian Nash equilibrium, one with respect to payoff

parameters, and one with respect to the beliefs (about the payoff parameters and types).

Fix a set  of players, a set Θ of payoff parameters, another set  of some known,

payoff-relevant parameters, and a set  of action profiles. Assume that the sets Θ, ,

and  are all separable metric spaces, and  is compact. The utility functions

 : Θ×× → R

are continuous and depend on  as well as  and . Fix also a finite set  of type

profiles. Write  () for the set of all Bayesian Nash equilibria of game B =

(Θ   (·;)  ), in which it is common knowledge that the parameter value is .
Towards analyzing the continuity with respect to the beliefs, let also  be a compact

set of probability distribution tuples (1     ) on Θ×  such that

 () ≡  (Θ× {} × −)  0

for each  ∈  and  ∈  . When  varies in  , write  () for the set of all Bayesian

Nash equilibria of game B = (Θ   (·;)  ).

Theorem 3.2 Under the assumptions on (Θ  ) in the previous paragraph,

 () is upperhemicontinuous in . Moreover,  ( ) is upperhemicontinuous

in ( ) on  .

Proof. To prove the first statement, observe that, by Fact 3.1,

 () =  (B) =  ( (B)) 

Observe also that, in game  (B), every strategy space  is a compact metric space,

and every utility function

̂( ) =  [ (  ()  ) |(·|)]
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is continuous by Lemma A.1. Hence, by Theorem 2.5,  ( (B)) is upperhemicon-

tinuous in .

To prove the second statement, observe that, by Fact 3.1,  () = 
¡


¡B
¢¢

on  . Moreover, in the ex-ante game 
¡B

¢
, each strategy space  = 

 is a compact

metric space, and each utility function

 (  ) = [( () )]

is continuous by LemmaA.1. Once again, by Theorem 2.5, this implies that ( ) =

 ( (B)) is upperhemicontinuous in ( ).

For Bayesian games with finite type spaces, under the usual compactness and conti-

nuity assumptions, the first part states that Bayesian Nash equilibrium correspondence

is upperhemicontinuous. Here, finiteness of the type space allowed us to simply use the

equivalence to the Nash equilibrium of the interim game and the upper-hemicontinuity

of Nash equilibrium.

The second part further states that the Bayesian Nash equilibrium correspondence

is upperhemicontinuous in ex-ante beliefs as well, provided that the probabilities of all

own-types are away from zero. Positiveness of those probabilities allowed the use of

equivalence to the Nash equilibrium of the ex-ante game in the proof. This assumption,

however, plays a more substantial role than the proof may suggest. Note that the

Bayesian Nash equilibrium actions depend on the interim beliefs  (·|). When  () 
0,

 (·|) =  (· )
 ()

is a continuous function of , while it is discontinuous at  () = 0. The assumption

that  ∈  ensures that the beliefs are away from the discontinuities of the Bayes’ rule.

This discussion also suggests that the main continuity property here is with respect

to the interim beliefs, regardless of the conditions on the ex-ante beliefs, which need not

even be specified in the definition of a Bayesian game. The next corollary shows that

this is indeed the case:

Corollary 3.2 Under the assumptions in Theorem 3.2,  ( ) is upperhemicon-

tinuous in ( ) where  = ( (·|))∈∈ is the vector of interim beliefs.
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Proof. Given any list ( (·|))∈∈ of interim beliefs, one can define a profile ()∈
of ex-ante beliefs so that  () = 1 || À 0 for each  by setting

 ( ) =  ( −|)  ||

at each ( ). (In the formula, I assumed that Θ is finite for clarity.) Hence, one can pick

 =
©
()∈ | () = 1 || ∀

ª
. Since BNE does not depend on the specification of

the interim beliefs and  ( ) is continuous in the interim beliefs above, Theorem 3.2

shows then that  is upperhemicontinuous in those beliefs.

Note however that economic models often assume a common prior, by assuming

1 = 2 = · · · = . In that case, one cannot pick  arbitrarily, and the positiveness

assumption for types is a substantial assumption. Under the common-prior assumption,

Theorem 3.2 establishes that the Bayesian Nash equilibrium is upperhemicontinuous

with respect to the prior, so long as the probability of all types are away from zero.

That is, the equilibrium is continuous with respect to the beliefs as long as they are

foreseen by the ex-ante prior (i.e. the modeler). Nevertheless, it is usually discontinuous

with respect to the variations that are not foreseen (i.e. with zero ex-ante probability),

and that is the robustness check one must do in order to check robustness with respect

to the misspecification error in the modeling stage. This will be clearer in Chapter 11,

where robustness is studied formally.

3.3 Rationalizability

In Bayesian games there are many rationalizability notions, each reflecting a different

perspective for Bayesian games. Here, I will discuss three main concepts. The first

concept is simply the rationalizability with respect to the ex-ante game, and will be

called ex-ante rationalizability. This corresponds to the view that takes the ex-ante

stage as real. The second concept is simply the rationalizability with respect to the

interim game, and will be called interim-independent rationalizability (henceforth, IIR).

Here, independence refers to the assumption one makes when taking marginals with

respect to  in the formulation of the interim game—before specifying the players’ beliefs

about the other players’ actions in the rationalizability analysis. Finally, the third

solution concept, called interim-correlated rationalizability (henceforth, IIR), drops this

assumption.
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3.3.1 Ex-ante Rationalizability

Here, I will present the definition of ex-ante rationalizability and illustrate the assump-

tions made in such an analysis on an example.

Definition 3.3 Given any Bayesian game B = (Θ   ) and any player  ∈  ,

a strategy  :  →  is said to be ex-ante rationalizable if  is rationalizable in ex-ante

game (B)

Ex-ante rationalizability makes sense if there is an ex-ante stage. In that case, ex-ante

rationalizability captures precisely the implications of common knowledge of rationality

as perceived in the ex-ante planning stage of the game. It does impose unnecessary

restrictions on players’ beliefs from an interim perspective, however. In order to illustrate

the idea of ex-ante rationalizability and its limitations consider the following example.

Example 3.1 Take

Θ = { 0} ;
1 = {1 01};2 = {2};

( 1 2) = (0 01 2) = 12

In this type space, there are two parameter values, and Player 1 knows the true value

while Player 2 does not, assigning probability 1/2 to each value. And this is common

knowledge. Take the payoff functions and the action spaces as in the following table

  

 1  −2 0
 0 0 0 1

0  

 −2  1 0

 0 0 0 1

where 1 (  ) = 1 and 1 (
0  ) = −2 for example. To compute the ex-ante

rationalizability, one first needs to find the ex-ante game (B):

 

 −12  −12 0
 12 2 −1 12
 −1 2 12 12

 0 0 0 1
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Here, for the strategies of player 1, the first entry is the action for 1 and the second

entry is the action for 01, e.g., (1) =  and (01) = . The payoffs are computed

by taking ex-ante expectation. For example, payoff of player 1 from () is computed

by 1
2
1 (  ) +

1
2
1 (

0  ). This game has a unique rationalizable strategy profile

∞((B)) = {()}

In computing the rationalizable strategies, one first eliminates  , noting that it is

dominated by , and then eliminates  and finally eliminates  and . Note,

however, that elimination of  crucially relies on the assumption that player 1’s belief

about the other player’s action is independent of player 1’s type. Otherwise, we could

not eliminate . For example, if type 1 believed player 2 plays , he could play

 as a best response, and if type 01 believed player 2 plays , he could play  as

a best response. The assumption that the beliefs of types 1 and 01 are identical is

embedded in the definition of ex-ante game. Moreover, the conclusion that () is

the only rationalizable strategy profile crucially relies on the assumption that player 1

knows that player 2 knows that player 1’s belief about player 2’s action is independent

of player 1’s belief about the state.

From an interim perspective, such invariance assumption for beliefs (and common

knowledge of it) is unwarranted. This is because distinct types of a player correspond to

distinct hypothetical situations that are used in order to encode players’ beliefs. There

is no reason to assume that in those hypothetical situations a player’s belief about the

other player’s action is independent of his beliefs about the payoffs. (Of course, if it

were actually the case that player 1 observes a signal about the state without observing

a signal about the other player’s action and player 2 does not observe anything, then it

would have been plausible to assume that player 1’s belief about player 2’s action does

depend on his signal. This is what ex-ante rationalizability captures. This is not the

story however in a genuine incomplete information.)

Exercise 3.2 Consider any Bayesian game B = (Θ   ) in which each type has

positive probability. Show that if a strategy  :  →  is played with positive probability

by a player  in a Bayesian Nash equilibrium, then  is ex-ante rationalizable.
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3.3.2 Interim Independent Rationalizability

In order to capture the implication of common knowledge of rationality from an interim

perspective without imposing any restriction on the beliefs of distinct types, one then

needs to eliminate actions for type in the interim stage. While most contemporary game

theorists would agree on the relevant notion of ex-ante rationalizability and the relevant

notion of rationalizability in complete-information games, there is a disagreement about

the relevant notion of interim rationalizability in incomplete information games.

One straightforward notion of interim rationalizability is to apply rationalizability

to interim game (B). An embedded assumption on the interim game is however that
it is common knowledge that the belief of a player  about ( −), which is given by

(·|), is independent of his belief about the other players actions. That is, his belief
about ( − ) is derived from some belief (·|)× for some  ∈ ∆

³

−
−

´
. This is

because we have taken the expectations with respect to (·|) in defining (B), before
considering his beliefs about the other players’ actions. Because of this independence

assumption, such rationalizability notion is called interim independent rationalizability

(IIR).

Definition 3.4 Given any Bayesian game B = (Θ   ) and any type  of

player  ∈  , an action  ∈  is said to be interim independent rationalizable (IIR)

for  if  is rationalizable for  in interim game (B).

As an illustration, I will next apply interim independent rationalizability to the

previous Bayesian game.

Example 3.2 Consider the Bayesian game in the previous example. The interim game

(B) is a 3-player game with player set ̂ = {1 01 2} with the following payoff table,
where 1 chooses rows, 2 chooses columns, and 01 chooses the matrices:

 

 :  1 −2 −2 0 1
 0 2−2 0 12 1

 

 :  1 2 0 −2 12 0
 0 0 0 0 1 0
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(The first entry is the payoff of 1 the second entry is the payoff of 2, and the last entry

is the payoff of 01.) In (B), no strategy eliminated, and all actions are rationalizable
for all types, i.e., ∞1 ((B)) = ∞01 ((B)) = {} and 

∞
2
((B)) = {}. For

example, for type 1, who is a player in (B)  is a best response to 2 playing 

(regardless of what 01 would have played). For 
0
,  is a best response to 2 playing .

For 2,  is a best response to () and  is a best response to ().

Exercise 3.3 For any Bayesian game B = (Θ   ) with finite type space, show

that if an action  is played with positive probability by a type  in a Bayesian Nash

equilibrium, then  is interim independent rationalizable for .

3.3.3 Interim Correlated Rationalizability

As discussed in Section 2.1 (see Remark 1.1), the fact that two players choose their

actions independently does not mean that a third player’s belief about their actions will

have a product form. In particular, just because all of player ’s information about ,

which is the action of the nature, is summarized by  does not mean the belief of  about

the state  and the action of  does not have any correlation once one conditions on .

Once again  might find it possible that the factors that affect the payoffs may also affect

how other players will behave given their beliefs (regarding the payoffs). This leads to

the following notion of rationalizability, called interim correlated rationalizability.

Iterated Elimination of Strictly Dominated Actions Consider a Bayesian game

B = (Θ   ). For each  ∈  and  ∈  set 
0
 [] = , and define sets 


 []

for   0 iteratively, by letting  ∈ 
 [] if and only if

 ∈  () ≡ argmax
0

Z
( 

0
 −)( − −)

for some  ∈ ∆(Θ× − ×−) such that

margΘ×− = (·|) and 
¡
− ∈ −1

− [−]
¢
= 1

That is,  is a best response to a belief of  that puts positive probability only on the

actions that survive the elimination in round − 1Write −1
− [−] =

Q
 6= 

−1
 [] and

[] =
Q

∈ 
 []
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Definition 3.5 The set of all interim correlated rationalizable (ICR) actions for player

 with type  is

∞ [] =
∞\
=0


 []

Since interim correlated rationalizability allows more beliefs, interim correlated ra-

tionalizability is a weaker concept than interim independent rationalizability, i.e., if an

action is interim independent rationalizable for a type, then it is also interim correlated

rationalizable for that type. When all types have positive probability, ex-ante rationaliz-

ability is stronger than both of these concepts because it imposes not only independence

but also the assumption that a player’s conjecture about the other actions is independent

of his type. Since all of the equilibrium concepts are refinements of ex-ante rationaliz-

ability, interim correlated rationalizability emerges as the weakest solution concept we

have seen so far, i.e., all of them are refinements of interim correlated rationalizability.

Exercise 3.4 Consider a Bayesian game B = (Θ   ) in which each type 

has positive ex-ante probability of  ().

1. Show that if a player  plays a strategy  with positive probability in a Bayesian

Nash equilibrium, then  is ex-ante rationalizable.

2. For any ex-ante rationalizable strategy  :  →  and for any  show that  ()

is interim independent rationalizable for .

Exercise 3.5 Show that if  is interim independent rationalizable for some type , then

 is interim correlated rationalizable for .

Fixed-Point Definition of ICR I will next present a fixed point definition of ICR. A

solution concept Σ :  ⇒  is said to have the best-response property (or closed under ra-

tional behavior) if for every  ∈  and  ∈ Σ (), there exists 
 ∈ ∆ (Θ× − ×−)

such that

 ∈ 

¡


¢
 (3.3)

 (·|) = margΘ×−
 (3.4)

 (− ∈ Σ− (−)) = 1 (3.5)
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As in the case of complete information games, the next result establishes that ICR is

the largest solution concept with best-response property.

Theorem 3.3 If Σ :  ⇒  has best-response property, then Σ ⊆ ∞. Moreover, under

Assumption 3.1, ∞ has the best response property.

Exercise 3.6 Prove this result. (See the proofs of Theorem 2.3 and Theorem 3.4 below.)

Upperhemicontinuity of ICR I will now present a general upperhemicontinuity

theorem for interim correlated rationalizability and illustrate a couple of its applications.

Theorem 3.4 Let B = (Θ   ) be a Bayesian game where

• , Θ, and  are compact metric spaces, and

•  : Θ×→  and  7→  (·|) are continuous for every  ∈  .

Then, ∞ :  ⇒  is upperhemicontinuous and compact valued.

Proof. For each finite  ∈ N, I will show that  has the closed-graph property, i.e.,

the graph

 () = {(  ) | ∈  []}
of  is closed. This further implies that

 (∞) =
\
≥0

 ()

is also closed. Since  is compact, by Proposition A.1, this is indeed the desired result:

∞ is upperhemicontinuous and compact-valued.

Clearly,  (0) =  ×  is closed. Towards an induction, assume that 
¡
−1
−

¢
is closed for some  ∈  and  ∈ N. Take a sequence ( ) ∈  (

 ) with limit

( ). For each , since ( ) ∈  (
 ), there exists  ∈ ∆ (Θ× − ×−) such

that

 ∈  ()  (3.6)

 = margΘ×− (3.7)


¡


¡
−1
−

¢¢
= 1 (3.8)
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Note that, since Θ×−×− is a compact metric space, so is∆ (Θ× − ×−). Hence,

 has a convergent subsequence with a limit  ∈ ∆ (Θ× − ×−). Switching to the

convergent subsequence, I will show that  satisfies the conditions in the definition of


 , showing that  ∈ 

 (), as desired.

Firstly,

 (·|) = margΘ×− → margΘ×−

where the equality is by (3.7), and the convergence is by continuity of the projection

mapping. On the other hand, since  →  and the mapping is continuous,  (·|)→
 (·|). Hence, the above convergence implies that

margΘ×− =  (·|) 

Secondly, since  is upperhemicontinuous by Lemma A.1, (3.6) implies that  ∈  ().

Finally, since 
¡
−1
−

¢
is closed (by the inductive hypothesis) and  → , by Port-

manteau Theorem,


¡
− ∈ −1

− [−]
¢ ≡ 

¡


¡
−1
−

¢¢ ≥ lim sup ¡


¡
−1
−

¢¢
= 1

where the last equality is by (3.8).

Under the standard continuity and compactness assumptions, Theorem 3.4 estab-

lishes upperhemicontinuity of ICR with respect to the types. The compactness of  and

the continuity of payoffs and beliefs are not superfluous because the Maximum Theorem,

the special case of Theorem 3.4 for the single-player case, could fail when either of these

assumptions fail.

Theorem 3.4 considers upperhemicontinuity with respect to the types only, while

earlier upperhemicontinuity results considered upperhemicontinuity with respect to the

known payoff relevant parameters. Indeed, Theorem 3.4 implies upperhemicontinuity

with respect to such parameters as well. To see this, recall that the above formulation

in which  : Θ×→ R is as general as the formulation in which  : Θ×  ×→ R

(by considering a new space Θ× of payoff parameters). Now suppose that there is an

additional known payoff-parameter  from a compact metric space  so that

 : Θ× ×  ×→ R

is continuous. One can now define a new type space ̃ with types

̃ = ( )
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and beliefs


³³

 ( ) 6=

´
| ( )

´
= 

³³
 () 6=

´
|

´
(∀ (  )) 

One can then apply Theorem 3.4 to type space ̃ to obtain upperhemicontinuity with

respect to payoff parameters, obtaining the following corollary.

Corollary 3.3 Let  be compact metric space and consider the family of Bayesian

games B = (Θ   (· )  ) where

• , Θ, and  are compact metric spaces,

•  : Θ×  ×× → R and  7→  (·|) are continuous for every  ∈  , and

•  is commonly known.

Then, ∞ is upperhemicontinuous in ( ).

One can also consider upperhemicontinuity with respect to belief parameters. Here,

I will confine myself to continuity with respect to prior beliefs as in Theorem 3.2.

Corollary 3.4 Consider the family of Bayesian games B = (Θ   (· )  ),
 ∈  , where

• , Θ, and  are finite, and

•  is a compact set of probability distribution tuples  = (1     ) on Θ× such

that

 () ≡  (Θ× {} × −)  0

Then, ∞ is upperhemicontinuous in .

Exercise 3.7 Formally prove the above corollaries from Theorem 3.4.

One can present three justifications for using interim correlated rationalizability in

genuine cases of incomplete information, which I described in the previous section. First,

interim correlated rationalizability captures the implications of common knowledge of

rationality precisely, as Theorem xx will establish formally. Second, interim independent
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rationalizability depends on the way the hierarchies are modeled, in that there can be

multiple representations of the same hierarchy with distinct set of interim independent

rationalizable actions. Finally, and most importantly, at it will be clear in Chapter 11,

one cannot have any extra robust prediction from refining interim correlated rational-

izability. Any prediction that does not follow from interim correlated rationalizability

alone crucially relies on the assumptions about the infinite hierarchy of beliefs. A re-

searcher cannot verify such a prediction in the modeling stage without the knowledge of

infinite hierarchy of beliefs.

3.3.4 Invariance to Representation of Belief-Hierarchies

Now, by way of an example, I will show that Bayesian Nash equilibrium and IIR are not

invariant to the way the hierarchies are modeled. That is, there can be two types in two

different Bayesian games with the same hierarchy, and yet the sets of IIR actions are

distinct for those types (and the sets of Bayesian Nash equilibrium actions are distinct).

Among other things this shows that these concepts cannot be upperhemicontinuous with

respect to the belief hierarchies.

Example 3.3 Fix Θ = { 0} and  = {1 2}. Fix also the action spaces and the payoff
functions as in the following table:

  

 1 0 0 0

 06 0 06 0

0  

 0 0 1 0

 06 0 06 0

First consider the type space  = {1 01} × {2 02} with the following common prior

 2 02
1 16 112

01 112 16

0 2 02
1 112 16

01 16 112

Here, the probability of ( 1 2) is 16 while the probability of ( 1 
0
2) is 112. Write

B for the resulting Bayesian game. In B, every action can be played in a Bayesian Nash
equilibrium and hence is interim independent rationalizable.
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To see this, consider the following Bayesian Nash equilibrium ∗ first:

∗1 (1) =  ; ∗1 (
0
1) = ;

∗2 (2) = ; ∗2 (
0
2) = 

In order to check that this is a BNE, it suffices to check that player 1 plays a best

response, as player 2 is always indifferent. To this end, observe that type 1 puts proba-

bility 13 on each of ( 2) and (
0 02). Hence, his expected payoff from  is 23, which

is higher than the expected payoff from , which is only 06. Likewise, the expected

payoff of 01 from  is 13, enticing that type to play  and get 06. One can, of course,

switch the actions of types to get another equilibrium ∗∗:

∗∗1 (1) = ; ∗∗1 (
0
1) =  ;

∗∗2 (2) = ; ∗∗2 (
0
2) = 

Therefore, each action is played by each type in a Bayesian Nash equilibrium, showing

that they are all interim independent rationalizable. Note that there is yet another

Bayesian Nash equilibrium in which Player 1 plays  and player 2 plays the same action

at both types.

Example 3.4 Now consider a new type space ̂ =
©¡
̂1 ̂2

¢ª
with 

¡
 ̂

¢
= 

¡
0 ̂

¢
=

12. The interim game with the new type space is given by

 

 12 0 12 0

 6 0 6 0

The only rationalizable action for player 1 in this game is . Therefore,  is the only

interim independent rationalizable action for type ̂1. Hence, in any Bayesian Nash

equilibrium, ̂1 must play  with probability 1.

The solutions to the above games are quite different under both the Bayesian Nash

equilibrium and the interim independent rationalizability. Everything is a solution in

the first game, while player 1 must play  in every solution of the second game.

Nevertheless, the two games represent the same hierarchy of beliefs! Indeed, each type

 ∈  in the first game assigns probability 1/2 on . Therefore, it is common knowledge
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that each player assigns probability 1/2 to each value, precisely as it is modeled in the

complete-information game with trivial type space ̂ .

This example demonstrates that Bayesian Nash equilibrium and interim independent

rationalizability use some information embedded in the type space that is irrelevant to

the hierarchies of beliefs. If one views the types spaces in Bayesian games merely as

devices to represent the belief hierarchies, this can be viewed as an important critique

of these solution concepts, as they refer to irrelevant aspects of the type space. Alterna-

tively, one may take one of the above solution concepts as the relevant model of strategic

behavior and view this result as a critique of the idea of belief hierarchies: there may

be relevant information in the strategic environment that is not captured by the belief

hierarchies.

No matter how one views this result, it shows an important fact regarding continuity

of the above solution concepts with respect to the belief hierarchies: Bayesian Nash

equilibrium and IIR are not upperhemicontinuous with respect to belief hierarchies,

regardless of the topology on these hierarchies. I will next show that the latter fact is

an instance of a general theorem: ICR does not have an non-empty refinement that is

upperhemicontinuous with respect to belief hierarchies.

3.4 Correlated Equilibrium

Once again there are multiple formulations of correlated equilibrium for Bayesian games.

I will present two definitions. First definition is straightforward: one simply extends

epistemic model in the definition of correlated equilibrium by identifying players’ types

at each state and requiring that the the types’ beliefs are preserved. Such a model does

not allow players to have further information about the underlying fundamentals and the

other players’ beliefs. Another definition allows players to have more information in the

epistemic model, leading to a weaker solution concept. For simplicity, I will fix a finite

Bayesian game B = (Θ   ) with a common prior  ∈ ∆ (Θ×  ) throughout

this section. I start with the first definition.

Definition 3.6 A correlated equilibrium is an epistemic model ((Ω  ) θ ta) for B
such that
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1. (Ω  ) admits a common prior  on Ω (i.e.,  =  (·| ()) for all  and )

and

2. it is common knowledge that every player  is rational:

a () ∈ 

¡
 ◦ (θa−)−1

¢ ∀ ∈  ∈ Ω

This definition simply imposes the common prior assumption on top of common

knowledge of rationality. Hence, it is a refinement of interim correlated rationalizability

in that if a type  plays an action  at some  in a correlated equilibrium, then  is

interim correlated rationalizable for , i.e.,  ∈ ∞ []. As in the complete information

case, the likelihood of actions profiles for types can be computed using the prior  .

Definition 3.7 A correlated equilibrium distribution is a probability distribution

 =  ◦ (θ ta)−1

on the set Θ×  × induced by a correlated equilibrium ((Ω  ) θ ta).

Note that we are considering a joint distribution on Θ×  × , relating the action

to types and the underlying fundamentals. One can ignore the dependence on  by

considering the distribution  ◦ (ta)−1, which is marginal distribution of  on  × ,

but it is somewhat necessary to consider the joint distribution of types and action profiles

to determines which types play which actions and how they are correlated to each other.

Exercise 3.8 Show that for any correlated equilibrium distribution , margΘ×  = .

That is, the type distribution is preserved.

Exercise 3.9 Extend the definition of mixture of correlated equilibria to Bayesian games

and show that a mixture of any two correlated equilibria is also a correlated equilibrium.

Conclude that the set of correlated equilibrium distributions is convex.

The next result extends the characterization of correlated equilibrium distributions

in Theorem 2.7 to Bayesian games.

Proposition 3.1 For any correlated equilibrium distribution  of a finite game B =

(Θ   ), we have (i) margΘ×  = , and (ii)X
(−−)∈Θ×−×−

( (  −)−  ( 
0
 −))  (  ) ≥ 0 (∀   0)  (3.9)
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The first part is a coherence property stating that the distribution on type space

does not change just because we added a new dimension about how those types play

a game. The second part is the usual obedience condition. It states that asked to

take an action , type  does not have an incentive to deviate–under the possibly

additional information provided by the recommendation (i.e. conditioning on ( )).

In a complete information game, the coherence condition is vacuous, and the obedience

condition is also sufficient for a correlated equilibrium as we have seen in Corollary

2.2. It is tempting to conjecture that these conditions are also sufficient in incomplete

information games. This is far from true as the next example illustrates.

Example 3.5 Consider a one person game in which the player has two actions {}
where the payoff from  is  ∈ {−1 2} and the payoff from right is 0. The player

assigns equal probabilities to  = −1 and  = 2; his type is denoted by . In this decision
problem, clearly, there is a unique rationalizable solution: . Then, the unique correlated

equilibrium distribution  is given by  (−1  ) =  (2  ) = 12. However, there is

another distribution that satisfies the coherence and obedience conditions: ∗ (−1  ) =
∗ (2  ) = 12. According to this solution, there is an omniscient moderator who

recommends player to play  when  = 2 and play  when  = −1. He is clearly happy
to follow the recommendation.

That is, under uncertainty, correlated equilibrium imposes also that the players do

not have any further information about the fundamentals and other players’ beliefs about

fundamentals–in addition to obedience and coherence conditions. Formally, this is the

coherence requirement for information structures as stated in condition (10.9).

A second notion, called Bayes correlated equilibrium, simply ignores these informa-

tional constraints:

Definition 3.8 For any finite game B = (Θ   ), a Bayes correlated equilib-

rium distribution is a distribution  on Θ×  × that satisfies the coherence condition

margΘ×  =  and the obedience condition (3.9).

Note that any distribution  on Θ ×  ×  yields a conditional probability system

 (·|·) conditional on ( ). Such a system can be represented as a function

 (·|·) : Θ×  → ∆ () 
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which is called a decision rule. A decision rule  (·|·) and a prior  on Θ×  induces a

probability distribution  on Θ×  × by

 (  ) =  (| )  ( )  (3.10)

Thus defined,  satisfies the coherence condition margΘ×  = . Hence, obedience con-

dition is sufficient for Bayes correlated equilibrium. Indeed, this is how Bayes correlated

equilibrium is defined.

Definition 3.9 For any finite game B = (Θ   ), a decision rule  (·|·) is
Bayes correlated equilibrium if the distribution  induced by  (·|·) and  satisfies the

obedience condition (3.9).

Bayes correlated equilibrium is defined by dropping the condition that the players’ be-

liefs about the fundamentals and the other players’ beliefs remain intact. Consequently,

the set of Bayes correlated equilibrium distributions is the union of all correlated equi-

librium distributions for games in which players can obtain information (in an arbitrary

fashion) in addition to what they know in B. Thus, it characterizes the strategic impli-
cations of common prior assumption and common knowledge assumption when players

can obtain more information.

Note that Bayesian Nash equilibrium is stronger than correlated equilibrium, and

the correlated equilibrium is stronger than interim correlated rationalizability and Bayes

correlated equilibrium. But as Example 3.5 demonstrates, Bayes correlated equilibrium

can be even weaker than interim correlated rationalizability. This is formally stated in

the following exercise.

Exercise 3.10 Consider a finite game B = (Θ   ).

1. For any Bayesian Nash equilibrium ∗ :  → ∆ (), show that the associated

epistemic model ((Ω∗ ∗ ∗) θ∗ t∗a∗) is a correlated equilibrium where

Ω∗ = {(  ) |∗ (|)  0}
∗ (  ) = {(0 0 0) |0 =  

0
 = }

∗ (  ) =  ( )∗ (|)

and θ∗ t∗, and a∗ are projection mappings.



92 CHAPTER 3. BAYESIAN GAMES

2. Show that for any correlated equilibrium ((Ω  ) θ ta),

a () ∈ ∞ [t ()] ∀ ∈ Ω

and conclude that for any correlated equilibrium distribution ,

 (∞ [] | ) = 1 ∀ ( ) 

3. Find an example in which a correlated equilibrium puts positive probability on some

(  ) where  is not interim independent rationalizable at . (Hint: consider the

games studied in Section 3.3.4.)

3.5 Bayesian Games in Extensive Form

Bayesian games are included in extensive form games and have some extra structure.

Indeed, any Bayesian game B = (Θ   ) can be considered as an extensive form

game in which the nature moves at the initial node (i.e.  () = 0) selecting each ( )

with probability  ( ), and then each player  observes only his own type. That is,

there are | | information sets following , each player  moving at || information sets.
At each information set  ∈ , the set of available actions is  () = . A terminal

history is of the form  = (  ), and the payoff of each player  at any terminal node

is  ( ).

Extensive-form games subsume many more interesting incomplete-information game

with richer information structure, as the nature can move at many different points and

 () can vary arbitrarily. For example one can allow different types to have different

set of actions in a Bayesian game by allowing  () to vary with  in the extensive form

game above.

The following class of dynamic Bayesian games consists of important incomplete

information games. In these games, the players’ types are persistent, in that their

information does not change in the course of the game, i.e., they do not get any new

information about the underlying payoff parameters or other players’ types as they play

the game, although they could infer valuable information from other players’ actions

and update their beliefs as they play the game, of course. Moreover, the players’ set of

allowable action plans does not depend on their information.



3.6. NOTES ON LITERATURE 93

Definition 3.10 A game form is any list Γ = ( ()  ) with no chance moves.

A dynamic Bayesian game is a any list B = (ΓΘ T   ) where Γ is a game form,

(ΘT  ) is a type space, and  : Θ ×  → R is the von-Neumann utility function of

player .

Here, a game form is an extensive-form game without payoffs specified. I also rule out

nature’s moves for clarity. One could have an extensive form game if one also include a

payoff function. There is payoff uncertainty, as  depends on parameter  as well as the

terminal history. The incomplete information about the payoff uncertainty is modeled

by type space (ΘT  ). Recall that T = T 1×· · ·×T is the set of type profiles,  (·| )
is the belief of type   on Θ×T−, and  is the terminal histories in game form Γ. I write

 for types T for the set of type profiles. (The slight change of the notation is due to the
fact that, in dynamic games,  ∈  often denotes the time.) As in the Bayesian games

in normal form, each player observes his own type and plays according to the game form

Γ and gets his payoff according to  at the end. Although he uses his information in

deciding which action to take at each history he moves, the set of allowable actions  ()

at any given history does not depend on his type.

A dynamic Bayesian game DB = (ΓΘT   ) with persistent types can be rep-
resented as a normal-form Bayesian game B = (AΘT   ) by taking the set of
actions A as

A=
Q

∈

 () 

To avoid confusion, I will refer a ∈ A as an action plan (or a plan of action). Note

that a strategy of a player  in a dynamic Bayesian game DB = (ΓΘ T   ) is any
mapping

 : T → A;

mixed strategies are defined similarly.

3.6 Notes on Literature

Harsanyi (1967) has formulated Bayesian games as a way to incorporate incomplete

information as complete information games with chance moves. The latter games have

been studies since Nash (1950), who studied the equilibria of a three-person poker game.
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Harsanyi informally discussed the hierarchies of beliefs and showed how to formulate

them using type spaces. Mertens and Zamir (1985) and later Brandenburger and Dekel

(1993) studied the hierarchies of model and show that Harsanyi’s approach is without

loss of generality. These formalizations will be discussed in greater detail in Chapter 11.

The formulation of interim-correlated rationalizability is due to Dekel, Fudenberg,

and Morris (2007), who showed that ICR is invariant with respect to the representation

of belief hierarchies. This paper also contains a characterization of common knowledge

of rationalizability in terms of ICR, extending the characterization in the complete in-

formation games to Bayesian games. Battigalli (1999) has an extensive discussion of

rationalizability concepts in incomplete information games. Battigalli and Siniscalchi

(2003) introduces a concept called ∆-rationalizabilty, which captures the strategic im-

plications of rationalizability and the restrictions ∆, where ∆ can vary. Different set ∆

of assumptions corresponds to a different solution concept. Non-invariance of Bayesian

Nash equilibrium and IIR has been discussed in Ely and Peski (2006). A general analysis

of invariance of solution concepts to representation of information can be found in Yildiz

(2015).

Bayes correlated equilibrium is introduced by Bergeman and Morris (2016); see also

Forges (1993) and Liu (2015) for other notions of correlated equilibrium for Bayesian

games.

3.7 Exercises

Exercise 3.11 Consider the folowing Bayesian game in which each payoff matrix is

equally likely, and privately known by player 2

 

 1 1 0 0

 0 0 1 2

 

 1 0 0 2

 0 1 1 0

 

 1 1 1 0

 0 1 0 0

1. Compute a Bayesian Nash equilibrium.

2. Compute a correlated equilibrium that is not a mixture of Bayesian Nash equilibria.

3. Compute the sets of ex-ante, interim independent, and interim correlated rational-

izable solutions.
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Exercise 3.12 Consider the two-player Bayesian game  with Θ = 1 = {−2 2},
2 = {2}, 1 = 2 = { }, Pr ( = 1 = −2) = Pr ( = 1 = 2) = 12, and payoffs

 

   0 0

 1 0  1

1. Write the (ex-ante) normal-form game  for .

2. Compute the set of correlated equilibrium distributions for .

3. For each correlated equilibrium distribution  for , compute the distribution ̂

induced by  on Θ×1×2. Construct a correlated equilibrium for  that induces

distribution ̂ on Θ×1 ×2.

4. Construct a correlated equilibrium for  such that the distribution ̃ induced by

the correlated equilibrium on Θ × 1 × 2 cannot be induced by any correlated

equilibrium for .2

Exercise 3.13 Consider a Cournot oligopoly with  firms in which the inverse-demand

function is given by

 =  −

where

 = 1 + 1 + · · ·+ ;

each  is privately known by  and (1     ) are i.i.d. with zero mean. (Each firm

 is to produce  ≥ 0; make any reasonable assumption about the distribution that you
find helpful.)

1. Compute the Bayesian Nash equilibria.

2. Compute the ex-ante, interim independent, and interim correlated rationalizable

solutions for  = 2 and  = 4.

Exercise 3.14 Consider the complete unformation game  = ( ) in Exercise

2.10.

2You can work with the distributions on Θ × 1 × 2. Find a distribution ̃ that satisfies the

conditions emposed by correlated equilibria of  but does not satisfy the conditions for ̂.
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1. Construct a finite Bayesian game  = (   ̃) with a Bayesian Nash equi-

librium ∗ :  →  such that

(a) ̃ ( ) =  () for all  ∈  ,  ∈ , and  ∈ 

(b) ∗ ( ) = ∞

2. Consider the family of finite Bayesian games  = (   ̃) with property

(a) above and with a common prior  that puts positive probability on each type..

What is the largest set { () | ()  0} that one can obtain using Bayesian Nash
equilibria  for this family of Bayesian games?

Exercise 3.15 A game  = ( ) is said to be symmetric if 1 = 2 = · · · = 

and there is some function  : 1 × −1
1 → R such that ( −) is symmetric with

respect to the entries in −, and  () =  ( −) for every player .

1. Consider a symmetric game  = ( ) in which 1 is a compact and convex

subset of a Euclidean space and  is continuous and quasiconcave in . Show that

there exists a symmetric pure-strategy Nash equilibrium (i.e. a pure-strategy Nash

equilibrium where every player uses the same strategy).

2. Suggest a definition for symmetric Bayesian games,  = (Θ   ), and find

broad conditions on such a game  that ensure that  has a symmetric Bayesian

Nash equilibrium.

3. Consider a Cournot oligopoly with inverse-demand function  and a cost function

 that is common to all firms. Each firm’s cost depends on its production level

and its idiosyncratic cost parameter, which is drawn from a finite set . Assume

the vector of cost parameters (1     ) is symmetrically distributed. Each firm 

privately knows its own cost , but not the others’ costs, and independently chooses

a quantity  to produce. Find conditions on  and  that guarantee existence of a

symmetric Bayesian Nash equilibrium in this game. (Note that the profit of each

firm  is  (1 + · · ·+ )−  ( ).)

Exercise 3.16 (Due to Jonathan Weinstein) Consider two Bayesian games  = (Θ   )

and 0 = (Θ  0 ), where

0 =  ◦ 
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for each  ∈  for some strictly increasing concave function .

1. Show that

∞ [|] ⊆ ∞ [|0]

for all  ∈  and  ∈  , where ∞ [|] and ∞ [|0] are the sets of interim

correlated rationalizable action profiles for type  in games  and 0, respectively.

2. Provide an example in which the above inclusion is strict.

Exercise 3.17 This question asks you to analyze a well-known game, namely the email

game or the coordinated attack problem; we will refer to this game later when we study

the global games. Two players play the game

 

    − 1 0
 0  − 1 0 0

where  ∈ {−1 25 2}. Ex-ante,  can take either of the values 0 = −1 or 1 = 25,
each with probability 12. Player 1 knows the value of . If  = 0, she does not

communicate with Player 2. If  = 1, her computer automatically sends a message to

Player 2, indicating that  = 1. The message is lost with probability  ∈ (0 1) on the
way. If the message arrives, Player 2’s computer sends back an automatic confirmation

of receipt message, which can also be lost with probability  ∈ (0 1). If the message
arrives, Player 1’s computer sends back an automatic confirmation of receipt message,

which can also be lost with probability  ∈ (0 1). This goes on back and forth until a
message is lost, when each player chooses an action.

1. Write the formally as a Bayesian game; define the type space carefully. For each

type, briefly describe what that type knows.

2. Compute the set of interim correlated rationalizable actions for each type.

3. Compute the set of interim correlated rationalizable actions for each type, assuming

instead that 0 = 2.

4. Briefly discuss your findings by comparing the answers in Parts 2 and 3 and the

Nash equilibria of the game in which it is common knowledge that  = 1.
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Chapter 4

Extensive-Form Games

This chapter is devoted to extensive-form solution concepts, such as sequential equilib-

rium, extensive-form rationalizability, and forward induction. The reader is assumed

to know more basic concepts, such as multi-stage games, games of perfect information,

backward induction, subgame-perfect Nash equilibrium and perfect Bayesian equilib-

rium.

The key issues are what to believe and how to behave in contingencies that are not

supposed to arise. First, if a player assigns zero probability to some contingency, she may

plan to take a suboptimal action at that contingency, as her action at the contingency

does not affect her expected payoff. For example, in Figure 4.1, at the beginning, Player

2 may plan to take action  believing that Player 1 will play Out and she will not get

to move. Indeed, in normal-form representation,

 

In 10,1 0,0

Out 2,2 2,2

strategy  is a best response to Out, and the strategy profile (Out, ) is a Nash

equilibrium. However, in the extensive-form game, if Player 2 gets to move, she knows

that Player 1 has played In. Hence, she cannot maintain the assumption that Player 1

plays Out. Knowing that Player 1 played In, she must play . Anticipating all these,

Player 1 plays In.

Hence, in extensive-form games, one assumes that a player’s strategy is a best re-

sponse not only at the beginning of the game, but also at every information set. This

101
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1 In

Out

2 R

L

2,2 10,1

0,0

Figure 4.1:

1
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1
0

1
0

0
1

Figure 4.2: A dominance-solvable game

stronger requirement is called sequential rationality.

Sequential rationality alone does not put much restriction on what players play in

general. For example, consider the game in Figure 4.2. In this game, strategy profile

( ) is consistent with players’ sequential rationality, as  is sequentially rational if

Player 2 assigns probability one on the node at the right, believing that Player 1 plays

. But the game is dominance solvable with unique rationalizable strategy profile ( ).

To explore the strategic implications of higher-order knowledge of sequential rationality,

one needs to impose further restriction on players’ beliefs.

In equilibrium, players must use the Bayes rule to update their beliefs using the

other players’ strategies. For example, if Player 2 knows that Player 1 plays , then she

must assign probability one on the left node in her information set. Then, sequential

rationality leads to the equilibrium ( ). However, updating beliefs becomes an issue

when a player faces uncertainty at an information set that were not supposed to arise.

For example, consider the game in Figure 4.3, where Player 1 has an additional

strategy, namely . Suppose that, at the beginning, Player 2 believes that Player 1
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1
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Figure 4.3: Dominance solvable game with outside option

plays  for sure, believing that she will not get to move. When she gets to move,

she would learn that a zero probability event occurred. In that case, she cannot use

the Bayes rule to update her belief, and any belief is consistent with Bayesian updating

at her information set. In particular, she may put probability 1 on the right node,

believing that Player 1 played his dominated strategy . In contrast, if she believed at

the beginning that Player 1 plays  with probability 1/2 and  with probability 1/2,

she would learn at her information set that Player 1 played either  or , concluding

that Player 1 played . She would then assign probability one on the left node in her

information set.

The game in Figure 4.3 will play a prominent role in this chapter for illustrations.

Hence, it is useful to compute its Nash equilibria and rationalizable strategies at the

outset. Since the game does not have a proper subgame, all Nash equilibria are subgame-

perfect. The game can be written in normal form as follows:

 

 3 1 1 0

 1 0 0 1

 2 4 2 4

(4.1)

Strategy  is strictly dominated for Player 1; there are no other dominated strategies,

yielding the set of rationalizable strategies {} for Player 1 and { } for Player
2. There is a strict Nash equilibrium ( ). Another pure-strategy Nash equilibrium is

( ), where Player 2 is indifferent between her strategies. There is also a continuum
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of mixed strategy Nash equilibria. To characterize those equilibria, observe that  is

strictly dominated by  for Player 1. Moreover, strategy  weakly dominates strategy

 for Player 2 once we eliminate  for Player 1. Hence, in any mixed Nash equilibrium,

Player 1 plays Out for sure. Player 2 mixes between  and  assigning probability

2 () ≤ 12

on , so that Out is a best response for Player 1. Any such strategy profile ( 2) is

a Nash equilibrium.

4.1 Sequential Equilibrium

In general extensive-form game one faces a fundamental problem: how to update one’s

beliefs at information sets that are not supposed to be reached. At such information sets,

the Bayes rule is silent and any belief updating is consistent with Bayesian updating.

Unfortunately, if one does not put any restriction on such off-path beliefs, sequential

rationality has little bite beyond Nash equilibrium. Sequential equilibrium, due to Kreps

andWilson (1982), restricts off-path beliefs by requiring that those beliefs can be derived

by the Bayes rule from some perturbation of equilibrium strategies.

Formally, consider an extensive-form game with finite number of nodes and perfect

recall; denote each node by the sequence of moves that lead to the node. For each player

, let  be the set of information sets at which player  moves, and write  for the set

of all information sets (aka histories) with generic element  ∈ . Denote the set of

available histories at  ∈  by  (). We will use behavioral mixed strategies:

Definition 4.1 A strategy for a player  is a mapping  (·|·) that yields a probability
distribution

 (·|) ∈ ∆ ( ())

on the set of available moves at every history  ∈ . A strategy profile is denoted by 

as usual.

We have so far defined solution concepts as strategy profiles by keeping players’ beliefs

that lead to those strategies implicit. In dynamic games, the beliefs become an explicit

part of the solution, as reasonableness of a solution is closely linked to the plausibility

of the beliefs that leads to the solution.
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Definition 4.2 A belief system is a list  of probability distributions on information

sets:

 (·|) ∈ ∆ () ( ∈ ) ;

for each information set ,  gives a probability distribution  (·|) on .

A sequential equilibrium will be a pair of a strategy profile and a belief system:

Definition 4.3 An assessment is a pair ( ) of a strategy profile  and a belief system

.

At any information set  of a player , a strategy profile yields a probability distrib-

ution  (·|) on the moves available at , describing probabilistically what moves player
 takes at that information set, and a belief system yields a probability distribution on

the information set itself, describing what player  believes about the past history at

that information set, including the Nature’s moves so far. As such, an assessment is

a complete description of the beliefs and the moves at every contingency. Sequential

equilibrium imposes sequential rationality and a consistency requirement on beliefs.

Definition 4.4 An assessment ( ) is said to be sequentially rational if for each in-

formation set  ∈  of each player , her strategy  is a best response to − given that

she is at information set  and given her beliefs  (·|) at that information set.

Example 4.1 In Figure 4.3, consider the assessment (( )  ̂), consisting of pure

strategy profile ( ) and the probability distribution ̂ (·| { }) on the information
set of Player 21 where

̂ (| { }) = 1
Since Player 1 is supposed to play , Player 2’s information set { } is not supposed
to be reached. If Player 2 does get to move, however, she assigns probability 1 on 

believing that Player 1 has played . The assessment (( )  ̂) is sequentially rational.

To check it, first consider the information set of Player 1. Since Player 2 plays  with

probability 1 according to the assessment, Player 1 gets 1 from , 0 from , and 2 from

; hence  is a sequential best response. Now consider Player 2’s information set.

1The beliefs at the information set of Player 1 are trivial, as the information set contains a single

node.
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Since Player 2’s information set is not reached, any strategy is a best response to .

Sequential rationality is stronger than a simple best response however. Her strategy must

be a best response to Out given her belief at her information set. At her information

set { }, Player 2 assigns probability 1 on . Hence, her expected payoff from  is

2 ( ) = 0, and her expected payoff from  is 2 ( ) = 1. Since 2 ( ) ≥ 2 ( ),

her strategy is a best response at her information set and the assessment (( )  ̂)

is sequentially rational. This also shows that the assessment (( )  ̂) would not be

sequentially rational because  is not a best response to Out at Player 2’s information

set given her belief ̂ (·| { }).

As we have seen in the introduction, sequential rationality without any restric-

tion on beliefs has weak predictions. In Figure 4.2, the assessment (()  ) with

 (| { }) = 1 is sequentially rational although the game is dominance solvable with
unique rationalizable strategy profile ( ). As an equilibrium refinement, sequential

equilibrium imposes the following consistency requirement on beliefs.

Definition 4.5 An assessment ( ) is said to be consistent if there exists a sequence

( ) of assessments such that

1.  (|)→  (|) and  (|)→  (|) as →∞ for every information set

 ∈  for every available move  ∈  () at  and for every node  ∈ ;

2.  assigns positive probability to each available move at every information set, and

3.  is derived from  using the Bayes’ rule:

 (|) = Pr (|)
Pr (|) 

Recall that  and  prescribe probability distributions  (·|) and  (·|) on
the available moves at every information set  of every player . Likewise,  and 

prescribe probability distributions  (·|) and  (·|) on every information set . The
first condition states that lim→∞  (|) →  (|) and lim→∞  (|) →  (|)
for all (   ) where  moves at ,  ∈ , and  is available at . The second condition

requires that  (|)  0 everywhere (i.e., every available move is played with positive
probability). Under any such strategy profile, every information set is reached with
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positive probability, and hence one can apply Bayes rule to obtain the beliefs. Observe

that if an information set  is reached with positive probability under ( ) consistency

reduces to having  (·|) derived from  using the Bayes’ rule; perturbations are required

only when there are information sets that are not reached with positive probability.

Example 4.2 In Example 4.1, the assessment (( )  ̂) is consistent. To check this,

it suffices to construct a sequence of mixed assessments ( ) that converge to the

assessment (( )  ̂):

1 () → 1

2 () → 1

 (| { }) → 1

and the beliefs are consistent with the Bayes rule:

 (| { }) = 1 ()

1 () + 1 ()

To this end, for each, let  = 1, and consider the mixed strategy profile: 1 () = 2,

1 () = , 1 () = 1− − 2, 2 () =  and 2 () = 1− . Clearly  converges

to ( ). Moreover,

 (| { }) = 1 ()

1 () + 1 ()
=



2 + 
=

1

1 + 
→ 1

Sequential equilibrium is defined as an assessment that is sequentially rational and

consistent:

Definition 4.6 An assessment ( ) is said to be a sequential equilibrium if ( ) is

sequentially rational and consistent.

A sequential equilibrium is a pair, not just a strategy profile. Hence, in order to

identify a sequential equilibrium, one must identify a strategy profile , which describes

what a player does at every information set, and a belief system , which describes

what a player believes at every information set. In order to check that that ( ) is a

sequential equilibrium, one must check that
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1. (Sequential Rationality)  is a best response to belief  (·|) and the belief that
the other players will follow − in the continuation game for every information

set  ∈ , and

2. (Consistency) there exist trembling probabilities that go to zero such that the

conditional probabilities derived from Bayes rule under the trembles approach

 (·|) at every information set .

Example 4.3 In Example 4.1, the assessment (( )  ̂) is a sequential equilibrium of

the game in Figure 4.3. Indeed, as shown above, it is sequentially rational and consistent.

One can characterize the sequential equilibria of the game in Figure 4.3 as follows. Since

strategy  is strictly dominated, Player 1 will assign positive probability only on  and

. In a sequential equilibrium, if Player 1 plays  with positive probability, then

Player 2’s information set is reached with positive probability, and Player 2 must assign

probability 1 on  by consistency, and thus she must play  with probability 1 by sequential

rationality. Therefore, Player 1 must play  with probability 1 as a best response. This

leads to the sequential equilibrium

(( )  )

where  (| { }) = 1. In all other sequential equilibria, Player 1 plays Out with

probability 1: 1 () = 1. For this to be sequentially rational, Player 2 must play 

with probability less than 1/2: 2 () ≤ 12. There is a continuum of such sequential

equilibria. First, there is a continuum of pure-strategy sequential equilibria¡
( )  

¢
where  (| { }) = ,  ≤ 12

Sequential rationality of Player 2 reduces to the condition that  ≤ 12, and any such
belief can be obtained consistently from a perturbation with 1 () =  and 1 () =

(1− ) ; perturbation for the corner case  = 0 is as in the previous example. For

 = 12, there is also a continuum of sequential equilibria in mixed strategies:¡
( 2)  12

¢
where 2 () ≤ 12, 12 (| { }) = 12

where the condition 2 () ≤ 12 ensures sequential rationality for Player 1.

The sequential equilibria in this example are depicted in Figure 4.4. There are two

components of equilibria; a component is a set of equilibria that lead to a common out-

come. One of them is the isolated point at (1 1), which corresponds to the pure-strategy
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Figure 4.4: Sequential equilibria of the game in Figure 4.3 ( =  (| { })).

equilibrium (( )  ). The outcome of this equilibrium is ( ). The second compo-

nent is the L-shaped set at the bottom, corresponding to the continuum of equilibria

derived above. All these equilibria lead to the same outcome: . This illustrates

several properties of sequential equilibria:

1. All sequential equilibrium strategy profiles are Nash equilibria. Indeed, if ( )

is a sequential equilibrium, then  is a subgame-perfect Nash equilibrium. It so

happens that in this example, each Nash equilibrium is supported by a sequential

equilibrium.

2. There is typically a continuum of sequential equilibria, multiplicity often arising

multiplicity of beliefs at off-path histories.

3. But for generic payoff functions (from terminal nodes to real numbers), there are

finitely many components of sequential equilibria, and all equilibria in each com-

ponent leads to the same outcome. There are finitely many sequential equilibrium

outcome, generically.

As in the case of subgame-perfect Nash equilibrium, sequential equilibrium depends

on the details of the game tree, as illustrated in the next example.

Example 4.4 Consider the game in Figure 4.7. As discussed before, this game can

be viewed as representing the same strategic situation as the one depicted in Figure

4.3. In contrast to the game in Figure 4.3, this game has a unique subgame perfect Nash

equilibrium: (  ). Indeed, ( ) is the only Nash equilibrium in the proper subgame,
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which is dominance solvable; hence Player 1 plays  at the beginning. This leads to the

unique sequential equilibrium: ((  )  ) where  ( |2) = 1 at the information
set 2 of Player 2. To see this, observe that sequential rationality of Player 1 requires that

Player 1 plays  after playing . Of course, if Player 1 plays  with positive probability

in a sequential equilibrium, then consistency requires that Player 2 assigns probability 1

on   at her information set, and then she must play  with probability 1 by sequential

rationality. Player 1 must then play  with probability 1. This leaves out only one

possibility: Player 1 plays Out for sure. Then, his strategy must be ( ) by sequential

rationality–as established above. But then consistency requires that  ( |2) = 1 at
the information set 2 of Player 2, which then leads to Player 1 playing In, leading to

a contradiction. To see that we must have  ( |2) = 1, consider any perturbation


1 2
1 of Player 1’s strategy where 

1 2
1 (|∅) = 1 and 

1 2
1 (|) = 2 for some

1 2 ∈ (0 1), where ∅ denotes the empty history at the beginning of the game. Clearly,
the conditional belief under the perturbed strategy is

1 2 ( |2) = 1 (1− 2)

1 (1− 2) + 12
= 1− 2

at the information set of Player 2. As (1  2)→ (0 0), 1 2 ( |2)→ 1. Therefore,

we must have  ( |2) = 1.

I will conclude this section by stating some further properties of sequential equilibria,

and comparing it to Perfect Bayesian equilibrium.

1. Every finite game has at least one sequential equilibrium.

2. Sequential equilibrium is upper-hemicontinuous with respect to the payoff func-

tions for a given game. However, as Example 4.4 illustrates, sequential equilibrium

may be sensitive to the way game tree is drawn, and it is not a well-defined function

of reduced normal form.

Sequential equilibrium can be compared to perfect Bayesian equilibrium as follows.

First, both solution concepts pick assessments. Their domains are different. Sequen-

tial equilibrium is defined for arbitrary extensive-form games with a finite number of

nodes. Perfect Bayesian equilibrium is defined on a specific class of dynamic Bayesian
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games, which are specific extensive-form games. Within the class of finite games, per-

fect Bayesian equilibrium applies to a narrower class of games. In this class, sequential

equilibrium refines perfect Bayesian equilibrium, as consistency requirement of sequen-

tial equilibrium is stronger than the conditions perfect Bayesian equilibrium imposes on

beliefs. The two solution concepts coincide in some specific classes of dynamic Bayesian

games, e.g., when each player has at most two types or there are at most two periods (as

in signaling games). In applications, perfect Bayesian equilibrium is used frequently as it

is often easier to apply (for it circumvents consistency). The finiteness restriction in the

domain of sequential equilibrium turns out to be an important one; whereas finiteness

does not play a role in the domain of perfect Bayesian equilibrium.

4.2 Equilibrium Refinements in Normal Form

This section is devoted to some equilibrium refinements, such as (trembling-hand) perfect

equilibrium and proper equilibrium. Although these concepts are defined for normal-

form games, they are motivated by extensive-form games. Throughout this section, we

will consider a finite game  = ( ) in normal form.

4.2.1 Perfect Equilibrium

Some Nash equilibria crucially rely on the players’ assumption that the other players all

play their Nash equilibrium strategies. For example, consider the game

 

 1 1 0 0

 0 0 0 0

(4.2)

In this game, ( ) is a Nash equilibrium even though ( ) is a dominant-strategy

equilibrium. A player will not play weakly dominated strategy  if she has any doubt

that the other player will play . In equilibrium ( ), if a player’s hand is anticipated

to tremble with some small probability   0 and play an unintended strategy (in this

case ), then the other player will deviate from her equilibrium strategy, regardless of

how small  is. In that sense, this equilibrium is highly fragile.

Selten (1975) introduced the concept of perfect equilibrium to rule out such fragile

equilibria. Perfect equilibrium requires that a player’s equilibrium strategy remains to
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be a best response to some perturbation of the other players’ equilibrium strategy.2

(A strategy  is said to be totally mixed or completely mixed if it assigns positive

probability to each strategy.)

Definition 4.7 A (mixed) strategy profile  is a (trembling-hand) perfect equilibrium

if there exists a sequence  of totally mixed strategy profiles such that

1.  →  and

2.  is a best response to each 

− for each  and .

The key property is that the equilibrium strategy  remains to be a best response

to some perturbation − that puts positive probability on each strategy. For example,

in game (4.2), the equilibrium ( ) is not a perfect equilibrium, because  is not a

best response to any perturbation  of  so long as  puts positive probability on

. The dominant-strategy equilibrium ( ) is a perfect equilibrium because players

do not have incentive to deviate even if the other players slightly deviate from their

equilibrium strategy. Here, the dominant-strategy equilibrium remains a best response

to all perturbations, but this stronger requirement is not needed.

Example 4.5 Consider the game (4.1), which is normal-form representation of the

game in Figure 4.3 and a reduced normal-form representation of the game in Figure

4.7. The Nash equilibrium ( ) is a perfect equilibrium. To establish this, one only

needs to construct one perturbation against which  and  are best responses. Write

 = 05 and let 1 () = 2, 1 () = , 1 () = 1−  − 2, and 2 () = . As

→∞, 1 () → 1 and 2 () → 1, satisfying the first condition in the definition.

To check the second condition, first observe that strategy  remains a best response

to 2 . To check that strategy  remains a best response to 1, observe that Player 2

is indifferent between her strategies when the likely strategy  is played. The best

response depends on relative likelihood of unlikely strategies  and . Since  is much

more likely than , the best response depends on which strategy fairs better against .

Since  is the best response to , strategy  is a best response to 1 .

It is useful to observe some general properties of perfect equilibrium:

2Selten has also introduced subgame-perfect Nash equilibrium in an earlier paper.
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1. By definition, a perfect equilibrium must be a Nash equilibrium. Indeed, since 

is a best response to − and − → −, by the Maximum Theorem,  is a best

response to −.

2. Conversely, any strict Nash equilibrium is a perfect equilibrium because a strict

best response remains a best response when the other players’ strategies are per-

turbed.

3. Likewise, any Nash equilibrium  in totally mixed strategies is a perfect equilibrium

because one can set  =  for each .

Therefore, perfect equilibrium is a refinement of Nash equilibrium and has a bite only

when a player plays a weak best response against an equilibrium strategy that assigns

zero probability to some strategies. It does not have a bite in generic normal-form games.

However, such weak best responses are common in Nash equilibria of dynamic games,

and perfection is often used to refine Nash equilibrium in dynamic games. The next

examples illustrates the subtleties in applying perfect equilibrium to dynamic games.

Example 4.6 Consider, again, the normal-form game (4.1). As discussed in the in-

troduction, this game has a continuum of Nash equilibria, and all of them are perfect.

The strict Nash equilibrium ( ) is a perfect equilibrium, and we have already seen

that ( ) is a perfect equilibrium. For the remaining Nash equilibria ( 2) with

0  2 () ≤ 12, one can construct perturbations 1  

2 as 1 () = 1 () = ,

1 () = 1− 2 and 2 = 2 where  = 025.

The game in Figure 4.3 does not have a proper subgame. As we have seen above, all

Nash equilibria are subgame perfect and sequential. Perfect equilibrium joins them as

an equilibrium refinement that does not have a bite. However, in the game Figure 4.3,

( ) is the unique subgame-perfect Nash equilibrium and thus the unique sequential

equilibrium strategy profile. As a normal-form refinement, perfect equilibrium still does

not refine any Nash equilibrium when applied to reduced normal-form. It remains to

be toothless when it is applied to the normal-form representation of Figure 4.3, where

strategy  is split to two equivalent strategies   and  . In that sense, perfect

equilibrium can be viewed as even weaker than subgame-perfect Nash equilibrium.
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Perfect equilibrium is applied to "agent-normal-form" representation of the extensive

form games, in which each information set of each player  is considered as a separate

player with payoffs equal to the payoffs of player . This is illustrated next.

Example 4.7 Consider the extensive-form game in Figure 4.7. The agent-normal form

game for this game is a three-player game: Player 1 at the beginning (denoted as Player

1.1), Player 1 after playing In (denoted as Player 1.2) and Player 2. The three player

game is represented as follows

 

 3 3 1 1 1 0

 1 1 0 0 0 1



 

 2 2 4 2 2 4

 2 2 4 2 2 4



where Player 1.1 chooses the matrices, Player 1.2 chooses the rows, and Player 2 chooses

the columns; the first and the second payoffs are the payoffs of Players 1.1 and 1.2, re-

spectively, and the last payoff is the payoff of Player 2. The pure-strategy Nash equilibria

are (  )  (  )  (  )  (  ). Here, (  ) is a Nash equilibrium

because the selves 1.1 and 1.2 cannot coordinate their actions; such miscoordination of

selves can lead to new equilibria as in this example. The only perfect equilibrium is

the strict Nash equilibrium (  ), corresponding to the unique subgame-perfect Nash

equilibrium. For example, to see why (  ) is not a perfect equilibrium, consider

any perturbation
¡
1111 

12
12 

2
2

¢
where 1111 () = 11, 

12
12 () = 12, and 22 () = 2

for some (11 12 2). For Player 2, the equilibrium strategy  is not a best response to¡
1111 

12
12

¢
. Indeed,

2
¡
 1111 

12
12

¢− 2
¡
 1111 

12
12

¢
= 11 (1− 212) 

which is positive whenever 12  12. Now, since Player 2 is indifferent when Player 1

plays Out, her move matters only when Player 1.1 trembles (hence the term 11). Her

best response depends only on what Player 1.2 plays. However, since the trembles of

Players 1.1 and 1.2 are independent, the probability of tremble for Player 1.2 is still 12.

Therefore, Player 2 plays a best response in the proper subgame disturbing the putative

perfect equilibrium (  ).

Examples 4.5 and 4.7 illustrate the power of applying perfect equilibrium to agent-

normal representation. When applied to normal form representation, perfect equilibrium
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considers trembles to strategies, which maps information sets to moves, allowing cor-

relation between the trembles at various nodes. For example, when applied to normal

form representation, (  ) is a perfect Nash equilibrium because  remains a best

response when tremble   is more likely than tremble  , assuming that it becomes

likely that Player 1 trembles one more time if he trembles at the beginning. When

applied to agent-normal form representation, trembles by different selves are assumed

to be independent, and hence such correlated trembles are not allowed. In that case,

tremble   must be "infinitely" more likely then the tremble   because the latter

involves further unlikely trembles.

Throughout we will assume that the perfect equilibrium is applied to the agent-

normal form. When applied to agent-normal form it is clear that a perfect equilibrium

must be a subgame-perfect Nash equilibrium because the trembles within a given sub-

game are independent of the trembles that reach the subgame, implying that the players

play best response to each other within each subgame. The perfect equilibrium is related

to sequential equilibrium as follows.

1. If  is a perfect equilibrium of the agent-normal form, then ( ) is a sequential

equilibrium for some belief system .

2. Conversely, given any game tree and information partition, for generic payoff func-

tions, if ( ) is a sequential equilibrium, then  is a perfect equilibrium of the

agent-normal form game.

When there are ties, perfect equilibrium can be stronger than sequential equilibrium.

For example, in simultaneous action games, sequential equilibrium coincides with Nash

equilibrium while perfect equilibrium refines it. For example, in game (4.2), ( ) is a

sequential equilibrium strategy profile but it is not perfect.

4.2.2 Proper Equilibrium

Perfect equilibrium does not put any restriction on trembles. In particular, as we have

seen in Example 4.5, a perfect equilibrium ( ) may rely on the assumption that

tremble to  is more likely than trembling to  although  dominates . Myerson (1978)

argues that the costlier trembles must be less likely. In static games, this amounts
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to arguing that players will be more careful when their mistakes are costlier. More

importantly, in normal-form representation of dynamic games, this relates to the fact

that trembles that involve deviations in multiple information sets are costlier as they

involve deviating from best responses in multiple steps. This notion is formalized by

proper equilibrium, which is a normal-form solution concept.

Definition 4.8 For any game  = ( ), a strategy profile  is a proper equilibrium

if there exist a sequence of totally mixed strategy profiles  such that

1.  →  as → 0, and

2. for any  ∈  and  
0
 ∈ ,


¡
 


−

¢
 

¡
0 


−

¢
=⇒  () ≤  (

0
) 

Observe that conditions 1 and 2 imply that  is a best response to 

−.

3 Hence, they

together imply that if  is a proper equilibrium, then it is also a perfect equilibrium.

Proper equilibrium refines perfect equilibrium by restricting the allowable perturbations

as in condition 2. Fewer perturbations justify (if anything) fewer equilibria, and hence

proper equilibrium can be stronger. Since strict Nash equilibria remain best response to

all perturbations, they are always proper.

Example 4.8 Consider the game (4.1). As we have seen before, there is a continuum

of Nash equilibria, which are all perfect. Only the strict Nash equilibrium ( ) is proper.

For example, consider the Nash equilibrium ( ). There cannot be a sequence  with

(1 ()  

2 ())→ (1 1) as in the definition above. To see this, observe that

1 ( )  1 ( ) ;

hence it must be that 1 ( 

2)  1 ( 


2) when  is small. Thus,

1 () ≤ 1 () and 

1 () ≤ 1 () 

Then,  becomes "infinitely less likely" than  as  vanishes, yielding 2 ( 

1)  2 ( 


1).

Thus, by condition 2, 2 () must go to zero, a contradiction. Similarly, one can show

that none of the Nash equilibria ( 2) is proper.

3If  ()  0, then  must be a best response to 

− for small ; for otherwise 


 () would converge

to zero.
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Proper equilibrium is special among the equilibrium refinements that we considered in

this chapter as follows. The extensive-form games in Figures 4.3 and 4.7 are strategically

equivalent in the sense that they have the same reduced normal-form representation as

in (4.1). However, all extensive-form solution concepts (namely subgame-perfect Nash

equilibrium, sequential equilibrium and agent-normal form perfect equilibrium) treated

these games differently. While they have not eliminated any of the Nash equilibria in

Figure 4.3, they picked a unique equilibrium ( ) in Figure 4.7. In contrast, proper

equilibrium uniquely selected equilibrium ( ) when applied to the reduced normal-

form. The next result shows that this is not a coincidence:

Theorem 4.1 (Kohlberg and Mertens, 1986) If  is a proper equilibrium of a normal-

form game , then every extensive-form game with reduced normal-form representation

 has a sequential equilibrium (̂ ̂) that induces strategy profile  on  (i.e.,  () is

equal to the sum of the probabilities ̂ assigns to the strategies that are equivalent to ).

Thus, proper equilibrium provides a refinement of sequential equilibrium that ignores

the "strategically irrelevant" details in extensive-form representations. Van Damme

(1984) strengthens this result further by considering a refinement of sequential equi-

librium, called "quasi-perfect equilibrium". Proper equilibrium achieves this invariance

property by implicitly making deviations from best response at more information sets

infinitely less likely–as those deviations yield lower payoffs.

In summary, proper equilibrium is the strongest solution concept that we have

learned: every proper equilibrium is a perfect equilibrium; every perfect equilibrium

applied to agent-normal form game is a sequential equilibrium strategy profile, and

every sequential equilibrium strategy profile is a subgame-perfect Nash equilibrium. In

finite games, there exists a proper equilibrium, showing that all these solution concepts

are non-empty in finite games.

4.2.3 Strategic Stability

Kohlberg and Mertens (1986) introduces a concept of strategic stability in order to

obtain a solution concept that is invariant to extensive-representation of "equivalent"

strategic situations and satisfy sequential rationality as well as iterative elimination of
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strictly dominated strategies. This section briefly introduces their concept of strategic

stability. This concept is also related to forward induction that will be introduced later.

Proper equilibrium appears to fit the bill above: it is a refinement of sequential

rationality that is invariant to extensive form representation of the same reduced form

normal game (by Theorem 4.1), and it does not involve weakly dominated strategies

by definition. Proper equilibrium does not satisfy a stronger invariance property–

illustrated in the next example.

Example 4.9 Consider the following games:

 

 3 3 0 0

 0 0 1 1

 2 2 2 2

 

 3 3 0 0

 0 0 1 1

 2 2 2 2

 7
3
 7
3

4
3
 4
3

The game on the right is created from the one on the left by introducing a mixed strategy

that puts probabilities 2/3 and 1/3 on  and , respectively. The game on the left has

two proper equilibria ( ) and ( ) in pure strategies while the game on the right has

a unique proper equilibrium ( ). In the game on the left, proper equilibrium ( )

is justified by trembles (2  1− − 2) on ( ) as  is a better response than 

to strategy . On the right, mix strictly dominates . Hence, for any proper equilibrium,

trembling probability for  must be less than  times the trembling probability on mix.

Since  is a better response than  against mix, Player 2 must play  in any proper

equilibrium, leading to ( ) as the only proper equilibrium.

One may see this as a deficiency of proper equilibrium (and the other equilibrium

refinements above). It appears that introduction of a mixed strategy in the form of a

"redundant" strategy should not matter. Nonetheless, this leads to fewer proper equi-

libria, showing that proper equilibrium is sensitive to introduction of mixed strategies as

pure strategies.4 Kohlberg and Mertens (1986) requires invariance with respect to intro-

duction of mixed strategies as pure strategies in addition to invariance to extensive-form

representation with identical reduced normal form.

4The same criticsm applies to other refinement, as one can construct multistage representation of the

above games in which proper equilibria coincide with subgame-perfect equilibria (and also with perfect

and sequential equilibria.
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Their key technical result that motivates their formal definitions is the following

structure theorem for Nash equilibrium. (This result appears to be more useful than

strategic stability notions they introduce.) To state the result, fix a set  = {1     }
of players, a finite set  = 1 × · · · ×  of strategy profiles, and set Γ =

¡
R

¢
of

profiles (1     ) of payoff functions  :  → R. Let

 = {( ) ∈ Γ×Σ| is a Nash equilibrium of ( )}

be the graph of Nash equilibrium correspondence, where Σ is the set of all mixed strategy

profiles. Let  :  → Γ be the projection mapping, where  ( ) = .

Theorem 4.2 (Structure Theorem for Nash Equilibrium) The projection mapping

 :  → Γ from Nash equilibrium graph to the space of games is homotopic to a home-

omorphism.

That is, one can deform the projection mapping continuously to obtain a one-to-

one continuous mapping from the graph to the space of games where the inverse is

also continuous. In particular, they construct a homeomorphism5  : Γ →  and a

continuous mapping  on [0 1]× such that  (0 ·) =  ◦ and  (1 ·) is the identity
mapping. That is,  ◦  can be continuously deformed to obtain the identity mapping.
All these mappings continuously extend to one-point compactification of the spaces.

In other words, the Nash equilibrium graph can be deformed continuously to obtain

the space of payoff functions. To aid visualization schematically, Figure 4.5 plots the

Nash equilibrium graph as if both the space of games and the set of Nash equilibria

are one-dimensional. As one can see, the one dimensional graph can be transformed

to the line, the space of payoff function, deforming it continuously. The number of

Nash equilibria is finite and odd generically, but the "knife-edge" cases are important,

as they usually correspond to the normal-form representation of extensive form games.

Consider one of them, ∗, as plotted in the figure. In this game there are two isolated

Nash equilibria and two connected components with a continuum of equilibria. For each

isolated equilibrium, there remains a nearby equilibrium when we perturb the payoffs

regardless of how we perturb (i.e. whether to the left or to the right). These equilibria

are stable with respect to all perturbations. The component at the bottom does not

5A continuous one-to-one and onto function with continuous inverse.
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Figure 4.5: Structure of Nash equilibrium graph

contain any stable equilibrium in that sense; the top equilibrium disappears when we

move to the left and the bottom equilibrium disappears when we move to the right,

and all the remaining equilibria disappear in either direction. However, the component

itself–as a set of equilibria– is stable in that there is a nearby equilibrium to the set

regardless of how we perturb the game. The other component is not stable, as there is

no nearby equilibrium to this set when we move to the left.

Kohlberg and Mertens define strategic stability as a property of sets of equilibria, as

follows.

Definition 4.9 A set Σ̂ () of Nash equilibria of a game ( ) is said to be stable

with respect to all perturbations if for every   0, there exists   0 such that for every

payoff function 0 with k− 0k   there exist  ∈ Σ̂ () and a Nash equilibrium 0 of

game ( 0) such that k − 0k  .

That is, there is always a nearby equilibrium to the set Σ̂ () regardless of how we

perturb the game. In the figure, each isolated equilibria and the component at the bot-

tom are examples of such equilibria. The unstable component is an example of a set that

does not satisfy this property. Observe that the set of Nash all Nash equilibria satisfies

this property because the Nash equilibrium correspondence is upper-hemicontinuous.
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Strategic stability requires that the considered set is also "minimal". There are various

strategic stability notions, depending on what perturbations are allowed:

Definition 4.10 A set Σ̂ () of Nash equilibria of a game ( ) is said to be hyper-

stable if it is stable with respect to all perturbations and has no proper subset that is also

stable with respect to all perturbations.

In the figure each of isolated equilibria forms a hyper-stable set. For the bottom

component, the two-element set consisting of the end-points of the component is a

hyper-stable set.

Requiring stability with respect to all perturbation may require that we include some

equilibria in the set that may be deemed as implausible. Kohlberg and Mertens (1986)

introduce stability with respect to more restrictive sets of perturbations. One set of

perturbations allow perturbations that put minimum trembling probabilities where the

probabilities may depend on the strategy. Stability with respect to such perturbation

leads to full-stability. A set Σ̂ () of Nash equilibria of a game ( ) is said to be

fully stable if it is stable with respect to all perturbations by trembles as above and has

no proper subset that is also stable with respect to such perturbations. Any fully stable

set of a normal-form game contains a proper equilibrium of that game. In particular, for

every-extensive-form game, any stable set contains a proper equilibrium of the extensive-

form game, and hence it contains a perfect and a sequential equilibrium of the game.

Unfortunately for Kohlberg and Mertens, one may need to include Nash equilibria in

weakly dominated strategies to obtain a fully stable set. Hence, they consider a weaker

concept as their concept of strategic stability.

Definition 4.11 A Σ̂ () of Nash equilibria of a game ( ) is said to be stable if

for every   0 and every completely mixed strategy profile ∗ there exists 0  0 such

that for all  = (1      ) ∈ (0 0) there exist  ∈ Σ̂ () and a Nash equilibrium 0

of game ( 0) such that k − 0k   where 0 () =  ( (1− ) + ∗) for each ,

and Σ̂ () has no proper subset that satisfies this property.

Strategic stability may seem similar to perfect equilibrium. It differs in two ways.

First it is a property of a set of equilibria, while perfectness is a property of an equi-

librium. Second, stability requires that equilibrium strategies remain best response to
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Figure 4.6:

trembling to all mixed strategy profiles, while perfect equilibrium requires that they

remain best response to trembling to some mixed strategy profile. Stable sets do not

contain weakly dominated strategies by definition. However, they may not contain a se-

quential equilibrium strategy profile. They do have the following appealing properties:

• Every stable set contains a stable set of a game obtained by deletion of a weakly
dominated strategy.

• Every stable set contains a stable set of any game obtained by deletion of a strategy
that is an inferior response to all the equilibria of the set.

The latter property is used formalizations of forward induction, such as the intuitive

criterion of Cho and Kreps.

4.3 Backward Induction & Iterative Conditional Dom-

inance

In perfect-information games, iterative application of sequential rationality can lead to

sharp predictions. In particular, when the game has finite horizon and no relevant ties,

backward induction amounts to applying sequential rationality iteratively, starting from

the end decision nodes. In those games, backward induction leads to a unique solution.

For example, consider the game in Figure 4.6, which is taken from Battigalli (1997).

One can apply backward induction as follows. At the last round, 4 is picked because
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Player 2 prefers 4 to 4 at that node. Then, Player 1 expects to get 0 from playing 3

and 2 from playing 3; hence 3 is picked at that node. Similarly, 2 and 1 are picked

in the subsequent rounds. Therefore, the backward induction solution is (13 24),

yielding outcome 1.

In this example, backward induction applies sequential rationality iteratively to elim-

inate actions that are never a best response at the time the action is to be taken. One can

apply this idea beyond the perfect-information games with finite horizon. The result-

ing solution concept is called iterative elimination of conditionally dominated actions.

Within the context of multi-stage games6, it is formalized by Fudenberg and Tirole

(1991) as follows.

Definition 4.12 In a multi-stage game, an action  at a history  is conditionally

dominated if in the subgame that start at  every strategy that picks  at  is strictly

dominated.

For example, in Figure 4.6, at the last stage, the subgame is a one-person game in

which Player 2 has two strategies 4 and 4. Since 4 is dominated in this one-person

game, it is conditionally dominated in the larger game. In contrast, the move 2 at

history 1 is not conditionally dominated. The subgame that starts at 1 is the three-

period game that starts with Player 2 choosing between 2 and 2. In this game, the

strategy 24 is a best response to the strategy 3, and thus it is not strictly dominated,

while strategy 24 is strictly dominated by24. Since there is an undominated strategy

that picks move 2, the move 2 is not conditionally dominated. Indeed, in the larger

game, the only conditionally dominated move is 4.

Definition 4.13 Iterative elimination of conditionally dominated actions is the iterative

procedure in which all conditionally dominated moves are eliminated until no condition-

ally dominated move remains.

For example, in Figure 4.6, only action 4 is conditionally dominated, and it is

eliminated in the first round. After the elimination, at the last stage Player 2 has only

one move: 4. Then, in the second round, the move 3 is conditionally dominated.

6These are the games in which at each stage a subset of players move simultaneousl and all previous

moves are observable.



124 CHAPTER 4. EXTENSIVE-FORM GAMES

1

b

Out

a b

a
2
4

3
1

2

a b

1
0

1
0

0
1

In

1

Figure 4.7: A variation of Game in Figure 4.3

(Now, at the subgame after 12, Player 1 has strategies 3 and 3 while Player 2 has

only one strategy 4, and 3 is strictly better than 3 for Player 1.) There is no other

conditionally dominated strategies at this round. However, in the next rounds, actions

2 and 1 become conditionally dominated and eliminated (in that order).

This elimination procedure mimics backward induction leading to the backward-

induction solution. This is not a coincidence. In perfect-information games with finite

horizon and with no relevant ties, iterative elimination of conditionally dominated ac-

tions coincides with backward induction (by definition). When there are ties so that a

player has multiple best responses at some node, the two solution concepts differ. As

an equilibrium solution concept, backward induction picks a move (or a mixed action)

that is a best response at that node, and in the following rounds it is assumed (by all

players) that that action will be played at that node. In contrast, as a disequilibrium

solution concept, iterative elimination procedure keeps all best responses at that node.

In the subsequent round, at various nodes, players could maintain distinct beliefs about

what will be played in this particular nodes, and this may lead to elimination of fewer

actions. In general, iterative elimination of conditionally dominated actions is a weaker

solution concept: all backward induction solutions survive and some surviving may not

be played under any backward induction solution.

For another illustration, consider the game in Figure 4.3. This game is not a multi-
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Figure 4.8: Conditional dominance in Figure 4.7

stage game, and it is not clear how apply to procedure in such games. However, one

can represent the same strategic situation as a multi-stage game as in Figure 4.7; they

are strategically equivalent in the sense that they have the same reduced normal-form

representation.

Example 4.10 Consider the game in Figure 4.7. The game in the proper subgame is

dominance solvable, and the unique solution is ( ). Given ( ), Player 1 prefers .

The unique subgame-perfect Nash equilibrium is (  ). In this game, the same unique

solution is obtained by the iterative elimination of conditionally dominated action. At

history , the move  is conditionally dominated because substrategy  strictly dominates

the substrategy  at the subgame that starts at . Once  is eliminated, the remaining

game is another multistage game as in Figure 4.8. In this game, action  is conditionally

dominated and eliminated. Finally, action Out is eliminated, and the only remaining

strategy profile is the unique subgame-perfect equilibrium.

Once again, in multi-stage games, subgame-perfect Nash equilibrium actions sur-

vive iterative elimination of conditionally dominated actions, as stated in the following

proposition.

4.4 Iterated Conditional Dominance in Bargaining

see the lecture notes on bargaining
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4.5 Extensive-Form Rationalizability

Extensive-form rationalizability, due to Pearce (1984), strengthens rationalizability by

considering a stronger form of rationality: sequential rationality. The original definition

involves hierarchies of conjectures. Here, I will present a simpler characterization of it

due to Shimoji and Watson (1998) and Battigalli (1997).

Given any extensive-form game with a normal-form representation  = ( ),

one can represent information sets of a player as subsets of  as follows; there is no

chance moves. For any information set , define  () ⊆  as the set of strategy profiles

that reach information set . By perfect-recall, if  is an information set of player , then

 () is of the form  () × − (). A strategy  ∈  () is said to be conditionally

dominated at  () if there exists a mixed strategy  such that

 ( −)   ( −) (∀− ∈ − ()) 

Extensive-form rationalizability can be defined as the strategies that survive iterated

elimination of conditionally dominated strategies. This procedure can be applied to

reduced normal-form as well as normal-form representation.

Example 4.11 Consider the game in Figure 4.6. The game has the following normal-

form representation:

24 24 24 24

13 4 0 0 3 2 1 2 1

13 2 1 2 1 1 2 1 2

13 3 0 3 0 3 0 3 0

13 3 0 3 0 3 0 3 0

The first information set (of Player 1) is ; the second information set (of Player 2) is

{13 13} × 2 (as Player 2 knows that Player 1 played 1); the third information

set (of Player 1) is {13 13}× {24 24} (as Player 1 knows that 1 and 2 are
played), and the last information set (of Player 2) is {13}× {24 24} as Player 2
knows that Player 1 played 13 and she played 2. Now, strategy 13 is conditionally

dominated at the first information set (entire game); hence it is eliminated in the first

round. Moreover, in the last information set {13} × {24 24}, strategy 24 is

conditionally dominated by 24 and eliminated. These are the only eliminations in the
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first round. The remaining game is as follows:

24 24 24

13 0 3 2 1 2 1

13 3 0 3 0 3 0

13 3 0 3 0 3 0

In the second round, the second information set, which belongs to Player 2, reduces

to {13} × 2\ {24}, as the strategies 13 and 24 have been eliminated. Now,

strategies 24 and 24 become conditionally dominated by 24, and hence they are

eliminated. The only remaining strategy is 24. Similarly, strategy 13 has become

conditionally dominated by 13 at the initial history and eliminated; both strategies

13 and 13 of Player 1 survive this round. There are no further eliminations; the

surviving strategies are {1313} for Player 1 and {24} for Player 2.7

Observe that the outcome of extensive-form rationalizability is 1, the same as the

unique backward induction solution. This is generally true: the outcome of extensive-

form rationalizability coincides with the unique backward induction outcome in generic

perfect-information games of finite horizon. However, the solutions are different: Player

2 plays strategy 24 according to extensive-form rationalizability, while she plays 24

according to backward induction solution. Since iterative elimination of conditionally

dominated actions coincides with backward induction, this also shows that the iterative

elimination of conditionally dominated strategies is different from iterative elimination

of conditionally dominated actions.

4.6 Forward Induction

Solutions based on backward induction analyze subgames in isolation. For example,

subgame-perfect Bash equilibrium requires that the solution induced in a subgame should

be a Nash equilibrium of the subgame when it is considered in isolation, but it does not

put any restriction based on rationality of the induced behavior within the context of

the larger game. Markov-perfect equilibrium, a widely used refinement in applications,

7Observe that only the initial information set is reached by the surviving strategies. One cannot

maintain higher-order assumptions about sequential rationality at the remaining information sets.
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Figure 4.9: Battle of the Sexex game with outside option

goes even further and asks us to let bygones be bygones, and do not even make inference

about future behavior from the past ones. In the same vein, when players reach an

information set that are not supposed to be reached, perfect and sequential equilibria

all attribute this to mistakes (or trembles). However, it may be more prudent to in-

terpret any such deviation as a deliberate rational choice when it is possible. Forward

induction, an informal idea proposed by Kohlberg and Mertens (1986), stipulates that

one should maintain rationality of players when possible. In particular, when there is a

rational interpretation of a move, one should not resort to an irrational interpretation.

This imposes restriction on the possible strategies within a subgame that would not be

imposed if the game were considered in isolation, leading to sharper predictions.

For a concrete example, consider the game in Figure 4.9. The proper subgame is the

classical Battle of the Sexes game, in which the players want to coordinate their actions

but they have opposing interest about which strategy they should coordinate on. The

subgame has two pure strategy Nash equilibria, ( ) and ( ), as well as a mixed

strategy equilibrium in which each player plays her favorite strategy with probability

3/4, yielding expected payoff of 3/4 to each player. Each of these equilibria lead to a
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subgame-perfect Nash equilibrium in the larger game, in which player 1 chooses between

an outside option and playing this game. In one equilibrium, ( ( )), she goes in

expecting that they will coordinate on  in the subgame. In the other two equilibria,

( ( )) and (), she stays out anticipating that they will end up coordination

on  or worse playing mixed strategies. But are those expectations all reasonable?

Consider the equilibrium ( ( )). In this equilibrium, observing that player 1 has

chosen to play the game, Player 2 thinks that she will play  in the subgame. However,

this would give only 1 maximum to Player 1, and Player 1 has given up a payoff of 2 to

play the game. Thus, Player 2 no longer maintain rationality assumption for Player 1,

attributing her choice of In to a mistake (or tremble). He does so despite the fact that

there is a perfectly rational interpretation for Player 1’s move: she intends to play ,

anticipating that Player 2 also plays . This would have given her a payoff of 3, better

than the outside option. Forward induction requires that one should not attribute a move

to irrationality when a rational interpretation is available. In this example, it requires

that Player 2 infer that Player 1 intends to play . More generally, forward induction

would require that one maintains higher order beliefs in rationality when possible. In

particular, anticipating that Player 2 will interpret her going in rationally, Player 1

foresees that Player 2 will play  and plays  and then , leading to the equilibrium

( ( )).

Note that subgame-perfect Nash equilibrium is not alone in allowing Player 2 at-

tribute  to a mistake in this game. In fact, ( ( )) is a proper equilibrium, as

shown in Example 4.9; the game on the left in that example is a reduced form rep-

resentation of the Battle of Sexes game with outside option. Therefore, it is perfect

and sequential equilibrium as well. Similarly, all equilibria survive iterated elimina-

tion of conditionally dominated strategies, as that procedure would not eliminate any

subgame-perfect Nash equilibrium.

Both strategic stability of Kohlberg and Mertens (1986) and extensive-form rational-

izability would choose ( ( )) as the unique solution in our game, which is represented

in reduced form as

 

 3 3 0 0

 0 0 1 1

 2 2 2 2
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In this game, {( )} is the only stable component. To see that there is no other stable
component, observe that  is strictly dominated by , leading to the reduced game

 

 3 3 0 0

 2 2 2 2

In this game,  weakly dominates  for player 2, and iterative elimination of weakly

dominated strategies leads to the unique solution {( )}. Since some equilibria in
a stable component must survive iterative elimination of weakly dominated strategies

(within a stable component of the game obtained this way), this shows that there is no

other stable component, which should be disjoint from {( )}.
One can apply extensive-form rationalizability as follows. There are two information

sets: the whole game, corresponding to the first information set of Player 1, and { }×
{ }, which is common to both player (the simultaneous move). Strategy  is eliminated
for Player 1 in her first information set. No other strategy is eliminated in the first round.

In the second round, the game looks like the reduced game 2× 2 game above, where the
proper information set reduces to {} × { }. In this information set, for Player 2, 
strictly dominates , and it is eliminated for player 2. Then, in the first information set

of Player 1, which is now { } × {},  strictly dominates , and thus  is eliminated.
The unique solution is ( ).

Observe that the eliminations in extensive form rationalizability mirrored our infor-

mal arguments. First,  is eliminated on the basis of Player 1’s rationality. Then, 

is eliminated for Player 2 because in her information set  were no longer available for

Player 1, and thus he assumed that Player 1 plays . Then, in her first information set,

 were eliminated for Player 1 because  were the only remaining strategy for player 2.

This is not a coincidence.

Extensive-form rationalizability is one of the prominent formalizations of the informal

forward-induction argument. Battigalli and Siniscalchi (2002) characterize extensive-

form rationalizability in terms of "common strong belief in sequential rationality", which

requires that players are sequentially rational, they maintain believing that the players

are sequentially rational until proven otherwise, they maintain believing "that the players

are sequentially rational and that they maintain believing that the players are sequen-

tially rational until proven otherwise," and so on. Another prominent formalization of
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Figure 4.10: Money-Burning game

forward induction is the intuitive criteria of Cho and Kreps in signaling games.

Since extensive-form rationalizability picks the backward induction outcome (but

not the solution) in generic finite games of perfect information, under this formalization,

forward induction also implies backward induction outcome in those games.

Iterative application of forward induction leads to interesting (and perhaps perplex-

ing) conclusions. The following example illustrates this.

Consider the Money-Burning game in Figure 4.10. In this game, before starting the

game, Player 1 has the option of burning a dollar, reducing her payoff by one at all

contingencies. In this game there are many subgame perfect Nash equilibria, obtained

by selecting one of the three SPNE in each subgame. In all of them, Player 1 ends up

not burning the dollar, but any of the equilibrium behavior is possible after that, in

particular playing ( ).

Now, by forward induction, if she burns a dollar, Player 2 should expect that Player

1 is going to play . This is because burning a dollar and playing  is strictly dominated

by not burning the dollar and playing . Thus, Player 2 would play  after Player 1

burns a dollar. Therefore, by burning a dollar, Player 1 can guarantee a payoff of 2 for

herself. Then, the reduced game is as in the Battle of Sexes with outside option, which
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gives payoff vector (2 1). Then, applying backward induction further (as we did above),

one concludes that they will play ( ) if she does not burn the dollar. This leads to

the unique solution: Player 1 does not burn the dollar, and they play ( ) regardless

of what she does.

Now, what if Player 1 burns the dollar anyway? The fourth-order mutual "strong

belief in sequential rationality" would imply that Player 1 does not burn the dollar.

Once he sees that Player 1 burns the dollar, Player 2 must conclude that Player 1

does not maintain the fourth order "strong belief in sequential rationality", and we

cannot maintain the fifth order strong belief for Player 2 at that information set. What

should then Player 2 believe at that information set? The extensive form-rationalizability

maintains the fourth order–although players know that the higher order strong belief

would contradict the information set, and any of the assumptions could have failed.

4.7 Exercises

Exercise 4.1 Consider the extensive-form game in Figure 4.11 where  ∈ {0 2}. As-
sume that it is common knowledge that  = 2.

1. Compute the set of rationalizable strategies.

2. Compute the set of Nash equilibria.

3. Compute the sets of perfect, proper and sequential equilibria.

4. Compute the set of extensive-form rationalizable strategies; take this as the impli-

cations of forward induction for this game.

5. Briefly discuss your results.

Exercise 4.2 In the previous question, assume that  = 2 with probability  ∈ (34 1)
and Player 1 privately observes the realization of .

1. Compute the set of ex-ante and interim-independent rationalizable strategies.

2. Compute the set of (Bayesian) Nash equilibria.

3. Compute the sets of perfect, proper and sequential equilibria.
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Figure 4.11:

4. For each sequential equilibrium, check whether it satisfies forward induction by

checking whether Player 2 assigns positive probability only on the sequentially ra-

tional strategies of Player 1.

5. Briefly discuss your results by comparing them to the results in the previous exer-

cise.

Exercise 4.3 Consider a twice repeated "prisoners’ dilemma" game in which the pre-

vious actions are observable and the stage-game payoff function is

 

 1 1 1− 2 1 + 

 1 +  1− 2 0 0

where  ∈ {−1 1} is privately known by Player 1 and  = −1 with some small probability
  0. Compute a sequential equilibrium.

Exercise 4.4 Consider the Money Burning game in Figure 4.10.

1. Compute the subgame-perfect Nash equilibria in pure strategies.

2. Write the game in reduced normal form.

3. Compute the set of proper Nash equilibria in pure strategies.



134 CHAPTER 4. EXTENSIVE-FORM GAMES

4. Iteratively eliminate all weakly dominated strategies (eliminating all weakly domi-

nated strategies at each round).8

5. Compute the set of all stable equilibrium sets.

6. Apply extensive-form rationalizability.

7. Briefly discuss your results.

Exercise 4.5 Consider the following variation of the Money Burning game above. We

have a multistage game. First, Player 1 decides whether to burn a dollar. Then, ob-

serving Player 1, Player 2 decides whether to burn a dollar. Finally, observing above

behavior, they play the Battle of the sexes game with payoffs as in the previous example,

where we subtract one from all payoffs of a player if the player burned a dollar. Apply

extensive-form rationalizability, and briefly discuss your finding.

Exercise 4.6 In the previous exercise, assume that first both players simultaneously

decide whether to burn a dollar, and then they play the battle of the sexes game after

observing the burning decisions. Apply extensive-form rationalizability again, and briefly

discuss your results.

Exercise 4.7 Consider a finitely repeated Prisoners’ Dilemma game, in which the fol-

lowing stage game is played at every period and all the previous actions are publicly

observable:

 

 5 5 0 6

 6 0 1 1

1. Apply the following solution concepts to this game:

(a) Iterated elimination of all weakly dominated strategies;

(b) Iterated elimination of conditionally dominated actions;

(c) Extensive-form Rationalizability

8Order of elimination matters in general in iterative weak dominance.
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2. Redo parts 1a and 1b for the following variation of the above game. At the be-

ginning, Player 1 chooses whether to commit to playing tit-for-tat privately. If

she commits, then she only has the action for tit-for-tat available at every history:

at the beginning she only has , and she has the last action played by the other

player at other histories. If she does not commit the available actions are as before.

Player 2 does not observe whether Player 1 commits.
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Chapter 5

Supermodular Games

A common1 exercise in economics is to understand how a particular outcome varies with

a particular parameter. For example, one may want to know whether a reduction in

income tax increases the investment level in equilibrium. When one can answer such a

question, this is often driven by a supermodularity (or complementarity) assumption one

makes in setting up the game. In this chapter, I will formally introduce supermodular

games and present the structure of the solutions and main results for comparative statics.

The analyses rely on lattice theory, and I summarize the basic concepts and the tools

from lattice theory in Appendix A.5; you should study the appendix before proceeding.

Complementarities are expressed both in terms of constraints and payoff functions.

In terms of constraints, two activities are complementary if doing one activity more

does not reduce the possible activity level for the other activity. This is mathematically

captured by lattices. In terms of payoffs, two activities are complementary if doing one

activity more increases the marginal benefit of doing the other. This is mathematically

captured by supermodular payoff functions.

The main result will establish the structure of the solution set and monotone com-

parative statics under complementarity. For individual decision problems, the result

establishes that the set of solutions is a lattice and weakly increasing in complementar-

ity parameters–both in terms of constraints and the payoff function. For games, the

result establishes that there are extremal equilibria that bound all rationalizable strate-

gies, and the extremal equilibria are weakly increasing in complementarity parameters.

1The notes on supermodularity are partly based on lectures by Paul Milgrom.

137
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5.1 Example

The general properties of equilibria under complementarity can be gleaned from Di-

amond’s search model. There is a continuum of players. Each player  exerts effort

 ∈ [0 1] which costs him 2 2 Let ̄− be the average effort level for the players other

than . The probability that  finds a match is (̄−) for some increasing, continuous

function  : [0 1] → [0 1] with (0) = 0 and (1) = 1. Let the payoff from match be

 ≥ 0. Then, the expected payoff of player  is

() = (̄−)− 22

The payoff function exhibits strategic complementarity (i.e. complementarity between

the strategies). That is, an increase in − always results in a (weakly) increase in the

marginal utility  of exerting more effort. This leads to an increasing best-response

function:

(−) = (̄−)

Note that the level of strategic complementarity depends on  and the slope of . Simi-

larly, there is complementarity between the search level  and the value  of match:

2 = (̄−) ≥ 0

Once again the best response is increasing in .

Consider the Nash equilibria of the above game. Since the best response function is

increasing and the payoffs are symmetric, every equilibrium is symmetric. Equilibria are

then characterized by the intersection of the graph of  with the diagonal, as in Figure

5.1. In this figure, there are three equilibria, and all of the equilibria are ordered, where

the smallest equilibrium is located at the origin. Among these, the smallest and the

largest equilibria are stable, while the middle equilibrium is unstable. While the number

of equilibria depends on the shape of , the equilibria will always be ordered (because 

and the diagonal are increasing), and there will exist extremal equilibria. The latter is

indeed a general property of supermodular games.

How do the equilibrium search levels vary by ? To find an answer, increase  to a

higher level 0. Since this corresponds to scaling up the best response function (by 0),

the new equilibria are formed as in the figure. The smallest equilibrium remains at zero

(weakly increasing). The largest equilibrium moves up. These changes are intuitive;
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Figure 5.1: Equilibria in Diamond’s search model

players search more when the match is more valuable. Note however that the middle

equilibrium, which is unstable, decreases, so that the players search less when the match

is more valuable. This shows that the intuition is true only for the extreme equilib-

ria, and one should keep this counterexample in mind throughout. This will indeed be

generally true for all supermodular games: extremal equilibria are weakly increasing

in complementary parameters, while some interior equilibria may exhibit unintuitive

comparative statics. Finally, note that the largest equilibrium moves more than individ-

ual best responses, i.e., ∗ [
0]  (

∗
 [] 

0), where ∗ [] and ∗ [
0] are the equilibrium

strategies under  and 0, respectively. That is, there is a multiplier effect.

5.2 Supermodular Optimization Problems

In this section, I will present the main result for the individual decision problems, es-

tablishing the lattice structure of the optimal solutions and establishing monotonicity

of the solution to the complementary payoff parameters.
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5.2.1 Monotonicity Theorem

Theorem 5.1 (Topkis’s Monotonicity Theorem) For any lattices (≥) and (Π≥),
let  :  ×Π→ R be a supermodular function (with coordinate-wise order) and define

 () = arg max
∈()

( )

If  ≥ 0 and () ≥ (0), then () ≥ (0)

A couple of comments on the statement of the result are in order. First, we use the

strong set order in comparing () to (0) and () to (0). Using such a strong

notion to compare the domains make the result weak, but its usage in comparison of the

optimal solutions makes the result strong. Second, the supermodularity condition on 

here can be weakened as

( ∨ 0 ) + ( ∧ 0 0) ≥ ( ) + (0 0)

because we are only interested in the case of  and 0. Finally, the condition that

 ≥ 0 can always be satisfied as a matter of definition. In general, it suffices to have 

supermodular with respect to  and has increasing differences.

Proof. Assuming  ≥ 0 and () ≥ (0), take any  ∈ () and 0 ∈ (0). In

order to show that () ≥ (0), we need to show that ∨0 ∈ () and ∧0 ∈ (0).

For this, it suffices to show that

 ∨ 0 ∈ ()

( ∨ 0 ) = ( )

 ∧ 0 ∈ (0)

( ∧ 0 ) = (0 0)

Now, since  ∈ () ⊆ (),  ∈ (). Similarly, 0 ∈ (0). Since () ≥ (0),

we then have  ∨ 0 ∈ () and  ∧ 0 ∈ (0). To show ( ∨ 0 ) = ( ) and

( ∧ 0 0) = (0 0), note that since  ∈ () and  ∨ 0 ∈ (),

( ∨ 0 ) ≤ ( )

Similarly, ( ∧ 0 0) ≤ (0 0). If either of these inequalities were strict, we would

have

( ∨ 0 ) + ( ∨ 0 0)  ( ) + (0 0)



5.2. SUPERMODULAR OPTIMIZATION PROBLEMS 141

contradicting the supermodularity condition above. Therefore, ( ∨ 0 ) = ( )

and ( ∧ 0 0) = (0 0).

Note that when the domain of optimization is a lattice, the Monotonicity Theorem

implies that the optimal solutions form a lattice:

Corollary 5.1 For any fixed , if (· ) :  → R is supermodular and () is a

sublattice of , then () is a sublattice of .

Proof. Since () is a sublattice, () ≥ (). Since  ≥ , Monotonicity Theorem

concludes that () ≥ (), showing that () is a sublattice.

Note that Monotonicity Theorem leads to strong comparative statics without making

any continuity assumption or any assumption on the domain of the parameters  For

example consider the function  on Figure 5.2, where Π = {0 1} and ( 1)−( 1) ≥
( 0) − ( 0) for any   . Let (0) = [0 2] and (1) = [  + 2] for  ≥ 0.

Considering ( = 1 ) as the new parameter, note that  is increasing in both  and

. Monotonicity Theorem concludes that  is increasing in  and . Indeed,

(0) = {0}

(1 ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
{+ 2} if + 2 ≤ 1

{1} if 1 ≤ + 2  2

{1 2} if + 2 = 2

{+ 2} otherwise.

Since  ≥ 0, (1 ) ≥ (0). This is despite the fact that the solution is discontinuous

and  does not satisfy the usual concavity conditions. This example also shows that the

assumption that () ≥ (0) is not superfluous. If   0−2, so that (1 ) ¤ (0),

then (1 ) = {+ 2} ¤ {0} = (0).

5.2.2 Applications

I will illustrate the applications of Monotonicity Theorem on a couple traditional exam-

ples next.

Example 5.1 (Pricing) Consider a monopolist who chooses a price  for its product,

facing a demand function ( ) and marginal cost , where  is a demand parameter.
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Figure 5.2:

Write

∗( ) = argmax
≥0

(− ) ( )

for the optimal price, where 
0
  is a fixed lower bound for prices. Direct application

of Monotonicity Theorem to this problem may not be as useful. Observe however that

optimal solution is invariant to monotone transformations of objective functions, and

hence

∗( ) = argmax
≥0

log (− ) + log ( ) 

The new objective function is supermodular with respect to  and . Hence, Monotonicity

Theorem concludes that ∗ is weakly increasing in . Moreover, the new objective function

is supermodular with respect to  and  as long as log( ) is supermodular (i.e.

( ) is log-supermodular). Hence, Monotonicity Theorem concludes that ∗ is weakly

increasing in  as long as the demand function is log-supermodular.

Note also that the order on the domain is invariant to monotone transformations on

the domain. Hence, the latter condition is equivalent to log( ) being supermodular

with respect to (log  ) i.e. the price elasticity of demand

− log( )
 log 
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being weakly decreasing in .

Example 5.2 (Pricing under Demand Uncertainty) In the pricing example take

 = 0 and assume that the monopolist does not know  and has belief  about . Assume

also  is weakly increasing in  and supermodular. Write ̃ ( ) for the expected value

of  ( ) under belief  and write

∗() = argmax
≥0

̃ ( ) 

Monotonicity Theorem implies that ∗() is isotone in belief , in that ∗() ≥ ∗(0)

whenever  first-order stochastically dominates 0, denoted as  ≥ 0. Since the

set of probability distributions is a lattice under ≥ (see Exercise A.6), it suffices

to show that ̃ ( ) is supermodular to prove this. But, ̃ ( ) is supermodular

whenever  and ̃ ( ) are isotone in , non-negative and supermodular (see Exercise

A.2). These conditions are satisfied by  trivially and are inherited from  by ̃ (you

should prove them).

Example 5.3 (Auction Theory) Consider a bidder in an auction for an object. The

value of winning the object at price/bid  is ( ) where  is the type of the player.

Suppose that we are only interested in whether the bidder’s bid is increasing in his type

(which ensures optimality of the auctions under certain conditions). When can we ensure

that the bid is indeed increasing in  without computing the solution to the entire auction

problem, which is often very difficult? Write  () for the probability of winning when

he bids . The optimal bid is

∗() = argmax( ) ()

= argmax log( ) + log ()

By Monotonicity Theorem, ∗ is weakly increasing in  as long as  is log-supermodular.

Exercise 5.1 Note that the above analysis assumes that the probability of winning is

independent of type given the bid, which makes sense only if the types are independent.

How would the answer change if  depends on both  and ?

Example 5.4 (Production) Suppose that the profit of a firm is

( )− ( )− ( )
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where  is the price of the product,  is the capital input,  is the labor input, and  and

 are cost parameters for labor and capital, such as wage and interest, respectively. The

firm chooses  and . How would an increase in  affect the optimal labor and capital

level? Note that it is natural to assume that  is supermodular (e.g.  = ). This is

equivalent to assuming that − is supermodular with respect to −. It turns out that this
suffices to conclude that optimal  is weakly decreasing in . Note that in order to apply

Monotonicity Theorem, we need to ensure that the profit function is supermodular in

(  ), i.e., we also need to assume supermodularity with respect to . We go around

this requirement as follows (which is a useful trick). Since we are only interested how 

changes with , the order on  is irrelevant to the end result. Let ∗( ) and ∗(0 )

be the solutions at the relevant values where −∗( ) ≥ −∗(0 ). We order  in such
a way that the profit function is supermodular at these values:

 ≥ 0 ⇐⇒ ( ∗( ))− ( ∗(0 )) ≥ (0 ∗( ))− (0 ∗(0 ))

Then, Monotonicity Theorem (with the restricted domain) implies that − is weakly
increasing in , i.e.,  is weakly decreasing in . How does optimal  change in ? In

order to answer this question we need to use the original (or reverse) order on . It is

usually assumed that the production function is supermodular (e.g.  = ). In that

case, the profit function is supermodular when we use the reverse order on both  and .

Then, Monotonicity Theorem concludes that the optimal capital  is decreasing in .

5.2.3 Extensions and Generalizations

There are several generalizations of the Monotonicity Theorem. This section briefly

introduces two of them: a general characterization by Milgrom and Shannon (1994) and

a special application to expected utility theory by Athey (2002).

Observe that supermodularity is not an ordinal property. That is, a function 

may be supermodular while a monotone transformation  ◦  of it is not, where  is
an increasing function. That is why we transformed the objective function to obtain

a supermodular function in previous applications. On the other hand, argmax and

its comparative statics are ordinal properties in definition. Hence, there must be a

weaker ordinal condition than supermodularity to obtain monotone comparative statics.

Milgrom and Shannon obtains the weakest such conditions. Clearly, we only need a
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monotone transformation of the objective function to be supermodular. It turns out

that the next property is equivalent to that condition:

Definition 5.1 A function  :  → R on a lattice is said to be quasi-supermodular if

for any   ∈ ,

 () ≥  ( ∧ )⇒  ( ∨ ) ≥  ()

 ()   ( ∧ )⇒  ( ∨ )   () 

It turns out that this purely ordinal condition is ordinal equivalent to supermod-

ularity in that every quasi-supermodular function becomes supermodular under some

monotone transformation. The next result weakens the increasing differences condition,

it is widely used in contract theory and mechanism design:

Definition 5.2 A function  :  × Π → R is said to have single crossing property in

( ) if for any   0 and   0

 ( 0) ≥  (0 0)⇒  ( ) ≥  (0 )

 ( 0)   (0 0)⇒  ( )   (0 ) 

That is,  ( )− (0 ) as a function of parameter  crosses the zero at most once
and only from below.

Theorem 5.2 (Milgrom and Shannon) Let  :  × Π → R, where  is a lattice

and Π is a partially ordered set. Then, for all ()  (0 0) ∈ Π× 2,

() ≥ (00)⇒ argmax
∈

 ( ) ≥ argmax
∈0

 ( 0)

if and only if  is quasisupermodular in  and satisfies the single crossing property in

( ).

The theorem weakens the sufficient conditions supermodularity and increasing dif-

ferences to their essential ordinal elements for monotonicity; quasisupermodularity and

single-crossing property. The theorem also shows that these elements are also necessary

to obtain monotone comparative statics for all domains of optimization. One may not

need such comparative statics for all domains. For example in game theoretical applica-

tions, we often fix the domain as the set of all strategies, . Quah and Strulovici (2009)
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obtain a weakening of single crossing property for such problems. In particular, for a sub-

set of real line, they show that argmax∈  ( ) is isotone in  for a fixed interval 

if  satisfies interval dominance order: for every   0, there is an increasing and strictly

positive function  :  → R such that  ( )−  (0 ) ≥  (0) ( ( 0)−  (0 0))

for all   0.

A particular monotone transformation plays a special role in applications (as in the

previous sections): the logarithm. The logarithm converts multiplicatively separable

functions, such as profit functions, to additively separable functions, for which super-

modularity is easy to hold as it is preserved under summation. A function  is said to

be log-supermodular if log  is supermodular. In other words:

 ( ∨ )  ( ∧ ) ≥  ()  () 

Clearly, log-supermodularity is another sufficient condition monotonicity.

In game theoretical applications we typically assume that the decision maker is ex-

pected utility maximizer, and players often face uncertainty, especially in games of in-

complete information. Athey (2002) studies monotonicity in such optimization problems

using log-supermodularity. Log-supermodularity is not preserved under addition in gen-

eral, and hence one would expect it to be preserved under expectation. Nonetheless,

using existing results in probability theory, she shows that log-supermodularity is pre-

served under integration if  satisfies log-supermodularity with respect to all parameters.

That is, if  : ×Π×Θ→ R is log-supermodular, then the objective function  , defined

by

 ( ) =

Z
 (  ) 

is also supermodular. Of course, in expected utility applications  is the product of the

utility function and density; and log-supermodularity is preserved under multiplication.

Athey (2002) then obtains the following monotonicity theorem for which she also proves

a converse:

Theorem 5.3 (Athey) Consider an expected utility maximizer with utility function

 :  ×Π×Θ→ R and density  : Θ×Π→ R. If both  and  are log-supermodular,

then

 () = argmax
∈

Z
 (  )  ( ) 

is isotone.
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When  is real-valued and  is independent of , the function  is trivially log-

supermodular. In that case, it suffices to have a log-supermodular utility function. One

can also take the utility function independent of  to obtain a comparative static result

about beliefs, based on log-supermodularity of  . (Milgrom and Weber show that  is

log-supermodular if and only if  and  are affiliated.)

5.2.4 Monotonicity Theorem with Continuity and Complete-

ness

In application to supermodular games, we will assume that the strategy spaces are

complete lattices and the utility functions are continuous with respect to the order

topology. In that case the optimal solutions have further properties; this result is due

to Milgrom and Roberts (1990).

Theorem 5.4 Let (≥) be a lattice, and  :  → R be supermodular and continuous

in the order topology. Then, for any complete sublattice 

 = argmax
∈

()

is a complete sublattice, and ̄ ≡ max ∈  and  ≡ min ∈  exist.

Proof. Milgrom and Roberts show that  is non-empty. The fact that  is a lattice

follows from Topkis’s Monotonicity Theorem as we have seen above. To show that 

is complete, one shows that  contains sup () and inf () for every subset  of .

Towards this end, take any  ⊆ . Since  is a complete lattice, sup () ∈  exists.

Define ̂ =  ∩ {| sup () ≥ }, which is a sublattice. We will show that sup () is
the largest element of ̂. Since ̂ ⊆ , this shows that sup () ∈ . We will use

Zorn’s Lemma, which states that, if every chain in a set has a maximal element, then

the set also has a maximal element. Take any weakly increasing chain  ⊆ ̂, which has

sup () ∈  by completeness of . By continuity of  under order topology, sup () is

a maximal element in ̂. Indeed,

 (sup ()) = lim
∈

 () = max
∈

 () 

where the first equality is by definition of continuity for , and the second equality

is by the fact that  ⊆  and hence  () = max∈  () for every  ∈ . This
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shows that sup () ∈ . Moreover, since  ⊆ ̂, sup () ≥ sup (), showing that

sup () ∈ ̂. Thus, by Zorn’s Lemma, ̂ has a maximal element ̂ ∈ ̂. But ̂ = sup ()

by construction: sup () ≥ ̂ since ̂ ∈ ̂, and ̂ ≥ sup () because ̂ is an upper bound
for  ⊆ ̂. Therefore, sup () is the largest element of ̂.

5.3 Supermodular Games

We will now consider games in which the strategy spaces are complete lattices and the

utility functions are continuous (with respect to the order topology) and supermodular

(we will make a slightly weaker assumption). Such games are called supermodular. For

these games we will establish a useful structure of Nash equilibria and rationalizability,

showing that the rationalizable strategies are bounded by extremal equilibria, and obtain

a useful monotonicity result on extremal equilibria. We will conclude by introducing

incomplete information to the analysis.

5.3.1 Formulation

Definition 5.3 A game ( ) is supermodular if for each player  ∈  ,

• strategy space (≥) is a complete lattice for some order ≥, and

•  is continuous, supermodular in  and has increasing differences:

( ∨ ) + ( ∧ 0) ≥ () + (
0) (∀ 0 ∈ ∀− ≥ 

0
− ∈ −) (5.1)

Since  is a complete lattice,  = min and  = max exist.

Here,  is continuous with respect to the order topology under the coordinate-

wise order. That is, for every weakly increasing sequence of strategy profiles (),

lim (()) = (sup ()), and for every weakly decreasing sequence of strategy pro-

files (), lim (()) = (inf ()).

Condition 5.1 in the above definition is weaker than full supermodularity because

it only considers ordered strategy profiles − and 0− for the other players. When

− = 0− the condition reduces to the condition that  is supermodular in :

 ( ∨ 0 −) +  ( ∧ 0 −) ≥  ( −) +  (
0
 −) (∀ 0 ∈ ∀− ∈ −)
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When  and 0 are ordered, say 0 ≥ , the above condition reduces to the usual

increasing differences condition:

(
0
 −)− ( −) ≥ (

0
 

0
−)− ( 

0
−) (∀0 ≥  ∈ ∀− ≥ 0− ∈ −)

These are the only restrictions imposed by the definition. Recall that in product lattices

as in here, supermodularity is equivalent to supermodularity with respect to each 

and increasing differences. Here, we assume supermodularity with respect to  and

increasing differences, but we do not make any supermodularity assumption with respect

to other players’ strategies  (with  6= ) This is the only weakening of supermodularity.

Example 5.5 (Linear Differentiated Bertrand Oligopoly) Consider the following

price-competition model. There are  players. Each player  faces constant marginal cost

 and demand function

() = −  +
X
 6=



where   and  are all positive numbers. For each , assume that price  is selected

from [ ̄] for some large ̄. This yields a supermodular game in the natural order

because

() = ( − ) ()

is supermodular:
21


=  ≥ 0

Example 5.6 (Linear Cournot Duopoly) Consider a Cournot duopoly model with

inverse demand function  =  − 1 − 2 and cost functions 1(1) and 2(2). Re-

strict the set of possible production levels to a large compact interval. This leads to a

"submodular" game in the natural order because the utility function of firm  is

() =  ()− ()

yielding
21

 
= −1  0

This is a supermodular game when 2 is ordered in the reverse order:

21

1(−2) = 1  0
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In general, submodular two-player games can be made supermodular by reversing the

order on one of the strategies. Hence, submodular two-player games exhibit the useful

properties of supermodular games. This trick does not work, however, when there are

more than two players, and the submodular games with more than two players may

exhibit dramatically different properties than the supermodular ones.

Example 5.7 (Linear Cournot Oligopoly) In the above example, suppose that there

are three or more players. Once again, for any  6= ,

21

1
= −1  0

But this game cannot be made supermodular by reversing the orders. Indeed, the relation

between rationalizability and Nash equilibria in Cournot oligopoly is quite different than

the relation in Cournot duopoly, as we will see later.

5.3.2 Rationalizability and Equilibrium

In this section, we will establish that () there exist extremal equilibria and that () all

rationalizable strategies are bounded by the extremal equilibria. This is the main result

of Milgrom and Roberts (1990). We start with summarizing the useful implications of

the monotonicity results in previous section and introduce a couple useful notation.

Lemma 5.1 For any supermodular game, any  ∈  ,

1. for every − ∈ −

(−) = argmax
∈

(−)

is a complete lattice;

2. for every , ̄() ≡ max (−) ∈  (−) and () ≡ min (−) ∈  (−),

and

3. ̄ and  are isotone, i.e., ̄() ≥ ̄(
0) and () ≥ (

0) whenever  ≥ 0.

Proof. The first two statements are by Theorem 5.4, the monotonicity theorem for com-

plete lattices. But since  is supermodular with increasing differences and the domain of

optimization is independent of −, by Topkis’s Monotonicity Theorem, whenever  ≥ 0
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(−) ≥ (
0
−) in the sense of strong set order. In particular, ̄() = max(−) ≥

max(
0
−) = ̄(

0) and () = min(−) ≥ min(
0
−) = ().

The following lemma will be the main step in establishing the extremal rationalizable

strategies and equilibria.

Lemma 5.2 Every  with  6≥ () is strictly dominated by  ∨ () where  =

min.

Proof. Take any  and any −. We want to show that

 ( ∨() −)− ( −)  0 (5.2)

Now, since − ≥ − and  ∨() ≥  we have

( ∨() −)− ( −) ≥ ( ∨() −)− ( −) (5.3)

≥ (() −)− ( ∧() −)

where the first inequality is by increasing differences and the second inequality super-

modularity in own strategy . Hence, to show (5.2), it suffices to show that

(() −)− ( ∧() −)  0

But, since () ∈ argmax ( −) (() −) ≥ (∧() −). If it were true

that (() −) = (∧ () −), then we would have ∧() ∈ argmax ( −)
and by definition of() we would have ∧() ≥ () showing that  ≥ () con-

tradicting the hypothesis that  6≥ (). Therefore, (() −)  (∧() −)

Iterative application of this lemma leads to the following well-known result, due to

Milgrom and Roberts.

Theorem 5.5 For any supermodular game,

1. ̄ ≡ lim ̄() ≡ inf ̄
() and ≡ lim

() ≡ sup
() exist, where  =

sup and = inf ;

2. for every rationalizable strategy profile 

 ≥  ≥ 
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3. and  and  are (pure strategy) Nash equilibria.

Proof. (Part 1) First note that ̄() is weakly decreasing in .2 Hence, lim ̄
(̄) =

inf ̄
(̄) (existence is by completeness, as seen before). Similarly, () is weakly

increasing, and therefore lim
 () ≡ sup ()

(Part 2) I will show that if  ∈ 
  then  ≥ 

 () This is true for  = 0

by definition. Suppose that  ≥ −1
 () for all  ∈  and for all  ∈ 

 . Then,

by Lemma 5.2, every  6≥ 
 () is strictly dominated given −1

− and is not in 
 .

Therefore,  ≥ 
 () for every  ∈ 

.

(Part 3) I will show that  is a Nash equilibrium, i.e.,  ∈ (−1). To this end, take

any , and consider the weakly decreasing sequences ( ̄
−1
− ()) and (̄


 (̄) ̄

−1
− ()).

Clearly,
¡
 ̄

−1
− ()

¢ → ( −) and (̄
 (̄) ̄

−1
− ()) → ( −). Moreover, since

̄
 () ∈ (̄

−1
− ()), (̄


 () ̄

−1
− ()) ≥ ( ̄

−1
− ()) for each . Hence, by conti-

nuity of  in the order topology,

( −) = (lim(̄

 (̄) ̄

−1
− ())) = lim(̄


 () ̄

−1
− ())

≥ lim( ̄
−1
− (̄)) = (lim

¡
 ̄

−1
− (̄))

¢
= ( ̄−)

This result establishes several important facts. First of all, it establishes that there

exists an equilibrium, indeed, extremal equilibria in pure strategies (Part 3). Second,

it establishes a useful procedure to compute these equilibria (Part 1): one iteratively

applies extremal best response functions to the largest and smallest strategy profiles.

In comparison, finding a fixed point of a function is a computationally hard problem.

Finally, it establishes that the rationalizable strategies are bounded by these extremal

equilibria (Part 2). This not only relates extreme implications of equilibrium and ra-

tionalizability to each other, but also helps in identifying rationalizable strategies. For

example, when the extremal best response functions are continuous and strategy sets

are convex intervals, the result implies that the rationalizable set is the convex hull of

extremal equilibrium strategies. It also implies that uniqueness of Nash equilibrium in

pure strategies is equivalent to dominance solvability:

2Indeed, ̄1() ≤ ̄0 () =  by definition of . If ̄ () ≤ ̄−1(), then by monotonicity of ̄

(Lemma 5.1), ̄+1() = ̄(̄()) ≤ ̄(̄−1(̄)) = ̄()
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Corollary 5.2 A supermodular game is dominance solvable if and only if there exists a

unique Nash equilibrium in pure strategies.

The following example illustrates the Milgrom-Roberts theorem above and shows

that completeness is not superfluous.

Example 5.8 (Partnership Game) There is an employer, who provides capital ,

and a worker, who provides labor . They share the output, which is  for some

  ∈ (0 1) with +   1. The utility functions of the Employer and the Worker are

2− and 2− , respectively. The best-response functions  and  are

plotted in Figure 5.3. There are two pure strategy equilibria, one at (0 0) and one with

positive labor and capital, denoted by (̂ ̂). When all nonnegative inputs are allowed,

the strategy sets are not complete lattices. In that case, every strategy is a best response

to some other, and hence every strategy is rationalizable, and the bounds of Milgrom

and Roberts are not valid. Now suppose that the strategy sets are bounded by above for

some large ̄ and ̄, so that  ∈ [0 ̄] and  ∈ [0 ̄]. Now, we have a supermodular
game (with complete lattices as strategy spaces). Then, as shown in the figure, one can

iteratively eliminate all   ̂ and   ̂. Hence ∞ ⊆
h
0 ̂

i
×

h
0 ̂

i
, as in the

Milgrom-Roberts theorem. Moreover, since the best response functions are continuous,h
0 ̂

i
×

h
0 ̂

i
is closed under rational behavior, and hence ∞ =

h
0 ̂

i
×

h
0 ̂

i


5.3.3 Comparative Statics

The next result, due to Milgrom and Roberts, shows that the extremal equilibria are

weakly increasing in complementary parameters, extending the Monotonicity Theorem

for optimization in games.

Theorem 5.6 Consider a family of supermodular games with payoffs parameterized by

. Suppose that for all  − ( −; ) is supermodular in ( ). Write () and ()

for the extremal equilibria at . Then, () and () are isotone.

Proof. Take any  
0
with  ≥ 0, and write  and 0 for the minimal best response

function under  and 
0
, respectively. By Topkis’s Monotonicity Theorem, () ≥ 0()
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Rationalizable 

L

Figure 5.3: Rationalizability and Equilibria in the partnership game

for every . Since  and 0 are isotone, this further implies that 

 () ≥ 

0() for

every . Therefore,

() = sup
 () ≥ sup

0() = (0)

Similarly,

() = inf ̄
 () ≥ inf ̄

0() = (0)

Example 5.9 As an illustration of the theorem, take the output function in the partner-

ship game as . As it is illustrated in Figure 5.4, an increase in  results in steeper

best response functions. This leads the largest equilibrium to increase. On the other

hand, the smallest equilibrium remains unchanged (corresponding to a weak increase).

Monotonicity Theorem established that in single-person decision problems, the entire

set of the solutions increase in the sense of strong set order. It is tempting to conjecture

that the same is true for Nash equilibria in multi-person decision problems (as in the

partnership game above). This is not true in general. Indeed, in Diamond’s search

model at the beginning, although the extremal equilibria weakly increase, the middle

equilibrium actually decreases, as shown in Figure 5.1. Note that ∞ weakly increases in

the sense of set order all of these examples. Indeed, when the best response functions are

continuous and strategy spaces are one-dimensional, ∞ = [ ], and the monotonicity



5.3. SUPERMODULAR GAMES 155

 

t’ > t 
L* 

K* 

L 

Figure 5.4: Effect of productivity parameter in the partnership game.

result of Milgrom and Roberts already implies that ∞ is isotone in the sense of strong

set order. It is not clear how general this fact is.

5.3.4 Supermodular Bayesian Games

To some extend, the analyses for complete information games above contains Bayesian

games with countable type spaces because any such Bayesian game can be represented

by the interim game as a game of complete information. After illustrating this fact, I

will introduce monotone supermodular games of incomplete information (due to Vives

and van Zandt), in which the type and action spaces are compact subsets of R, and

the players’ beliefs are monotone with respect to their types. These games will then

exhibit further monotonicity properties because of belief monotonicity. This analysis

will be used later in global games, which are special cases of these games. I will start

with illustrating how one can use the above results for Bayesian games with countable

(or finite) type spaces.

Definition 5.4 A countable supermodular Bayesian game is a Bayesian game B =

(Θ   ) where

• each  is a complete lattice for some ≥

•  is countable (or finite), and
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•  is measurable, bounded, continuous in , supermodular in  and has increasing

differences.

For any such Bayesian game, one can define the interim game (B), by taking ∪
as the countable set of players,  as the action space for each , and

() = [( () −(−))|],

where  is taken as a profile of actions (for all types), rather than strategies in the ex-

ante sense. Since  is supermodular in , () is supermodular in (). Since 

has increasing differences in −,  has increasing differences with respect to all actions

other than () (type  puts zero probability on other types of ). Moreover, since 

is bounded, continuity of  implies continuity of . Since  is already a complete

lattice, this shows that the interim game is supermodular.

Lemma 5.3 For any countable supermodular Bayesian game B, the interim game (B)
is a supermodular game (of complete information).

Using this observation, one extends the previous results to Bayesian games as follows.

Theorem 5.7 For any countable supermodular Bayesian game B, the following are true.

1. There exist Bayesian Nash equilibria ∗ and ∗∗ in pure strategies.

2. For any interim independent rationalizable action  of any type , 
∗
 () ≥  ≥

∗∗ ()

3. For any Bayesian Nash equilibrium , ∗() ≥ () ≥ ∗∗() for all  ∈ 

Moreover, for any family of countable supermodular Bayesian games B =
¡
Θ   

¢
with  (  −) supermodular in ( ), the extremal equilibria 

∗∗ and ∗ are isotone

in .

Proof. By Lemma 5.3, (B) is a supermodular game. (Part 1) Hence, by Theorem
5.5, (B) has Nash equilibria ∗∗ and ∗ in pure strategies. Of course, ∗∗ and ∗ are

Bayesian Nash equilibria of B. (Part 2) Any interim independent rationalizable action

 of any type  is a rationalizable action of  in  (B) by definition. Hence, by
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Theorem 5.5, ∗ () ≥  ≥ ∗∗ (). Part 3 follows from Part 2. For the last statement,

observe that () = 
£
 ( () −(−))|

¤
is supermodular in (() ). Hence,

by Theorem 5.6, ∗∗ and ∗ are isotone in .

Unfortunately, the above transformation cannot be applied to uncountable type

spaces because one needs measurability condition on strategies in order to compute

the expectation. (Hence, the space of strategy profiles is not a product set in (B))
For such cases, Vives and Van Zandt introduce following class of Bayesian games, which

also incorporate useful monotonicity conditions on beliefs.

Definition 5.5 Amonotone supermodular game (of incomplete information) is a Bayesian

game B = (Θ   ) with

• each  is a compact sublattice of R ;

• Θ×  is a measurable subset of R ;

•  is such that

— ( ·) : Θ→  is measurable,

— (· ) : →  is continuous, bounded by an integrable function, supermod-

ular in  and has increasing differences,

—  has increasing differences in ( ), and

• (·|) is a weakly increasing function of  in the sense of first-order stochastic
dominance.

This definition is more general in that type spaces can be any subspace of a R, but

it is more restrictive in that it restricts the action spaces to be subsets of R. Clearly, the

continuity and measurability assumptions on  is made in order to ensure the necessary

continuity of conditional expected payoffs of types. Finally, the beliefs of types are

assumed to be monotone in the sense of first-order stochastic dominance. Together with

supermodularity of , this ensures that the extremal equilibria are monotone (for the

same reason behind Theorem 5.6). This leads to the following result.
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Theorem 5.8 Any monotone supermodular game has Bayesian Nash equilibria ∗ and

∗∗ in pure strategies such that for any for any type  and any interim correlated ratio-

nalizable action  () of ,

∗ () ≥ () ≥ ∗∗ ()

and ∗ () and 
∗∗
 () are weakly increasing in .

This result is silent about rationalizable strategies, but as we will see in the context

of global games they are also bounded by the extremal equilibria as in the previous

results. In conclusion, in supermodular games, all rationalizable strategies are bounded

by extremal pure strategy equilibria, and these equilibria are weakly increasing with

respect to complementary variables, leading to monotone comparative statics.

5.4 Exercises

Exercise 5.2 Consider a supermodular game with  players.

1. Assume that the strategy sets are linearly ordered and there is a unique best response

to each pure strategy profile of others. For  ≤ 3, show that the set of pure Nash
equilibria is linearly ordered under the coordinate-wise order on the strategy profiles

(i.e., under the order  ≥ 0 ⇐⇒  ≥ 
0
 for all ).

2. Find a supermodular game in which the set of Nash equilibria is not a lattice under

the coordinate-wise order. (Hint: One can find an example with   3 in which the

assumption in part (a) holds but the set of pure Nash equilibria is not a lattice.)

Exercise 5.3 Let  be a complete lattice and  = R.

1. Let  : × →  be isotone, and () be the highest fixed point of (· ) for each
. Show that  is isotone. [Hint: First show that () = sup{|( ) ≥ }]

2. Let ̄( ) be the largest best reply to − for each  in a supermodular game  with

a generic strategy profile  = (1  ). Let also ̄( ) = (̄1( )  ̄( )).

Let ∗() be the highest Nash equilibrium of . Show that, if  ≥ 0, then

∗() ≥ ̄(∗(
0
) )
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Exercise 5.4 There is a (large) consumer of a good with integrable, non-increasing

demand function  : R+ → R+ where  ∈ R is a demand parameter in which  () is

increasing for each quantity . Consumer faces an increasing, continuous supply function

 : R+ → R+ where  is an unknown supply parameter (i.e. supply is stochastic).

Consumer submits a non-increasing, continuous demand function (or bid)  : R+ → R+
with  ≤ , and buys quantity ( ) at price ( ), where ( ) = (( )) =

(( )) (i.e. market clearing price and quantity). The payoff of consumer is

(  ) =

Z ()

0

() − ( )( )

His expected utility is ( ) = [(  )]

1. Show that  is supermodular with respect to the order in Exercise A.3 for functions.

2. For any , show that () is a sublattice where

() = argmax


( )

3. Show that () is isotone in .

Exercise 5.5 Consider a Cournot duopoly where each firm  has a privately known cost

function  : R+ → R+ and the inverse-demand function  is twice differentiable with

 00 +  0  0. Assume that the set  of cost functions is finite and each  ∈  has

positive probability. Putting the order in Exercise A.3 for functions, further assume 

and strategies are restricted in such a way that the strategy space is a complete lattice.

1. Show that there exist Nash equilibria (1 2) and (1 2) such that for each interim

independent rationalizable strategy  of each firm  

≤  ≤ .

2. Suppose that we add a constant 4  0 to the inverse demand, so that the new

price is ̃ () =  () +4 for each . Can you use Milgrom-Roberts theorem to

determine how  and ̄ change?

3. Suppose that Firm 1 receives a government subsidy, receiving   0 for each unit

it sells. Show that 1 and 1 are weakly increasing in  and 2 and 2 are weakly

decreasing in .
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Exercise 5.6 We have a differentiated Bertrand duopoly in which each firm sells 

goods,  = 1 2 . Firms 1 and 2 simultaneously set price vectors 1 and 2 and firm

 gets profit

 =

X
=1

= (− )( )

where  ∈ [0 1] is the constant marginal cost of producing good  for  and  is the

demand for good  of ; it is continuous, decreasing in , increasing in all the other

variables (i.e. all 0 with ( 
0
)6 6= ( )) and supermodular. Assume that it must be

that  ∈ [ 1] for all  .

1. Assuming that each  is common knowledge, show that this game is supermodular.

(State any additional assumption needed.)

2. In part (a), show that there exist Nash equilibria (∗1 
∗
2) and (

∗∗
1  

∗∗
2 ) such that

∗ ≥  ≥ ∗∗() for each rationalizable strategy  and each (  ).

3. Assume that each  = (1  ) is private information of , coming from a

countable subset of [0, 1]. Show that there exist Bayesian Nash equilibria (∗1 
∗
2)

and (∗∗1  
∗∗
2 ) such that 

∗
() ≥ () ≥ ∗∗() for each rationalizable strategy

 and each (  ).

Exercise 5.7 Consider a differentiated price competition game with  firms and 

markets. Simultaneously, each firm  sets price  ∈ [0 1] for each market , and
obtains profit

 () =
X


( − ) ()

where  ∈ [0 1] is a known cost parameter.

1. State conditions on functions  under which the game is supermodular; these

conditions are assumed throughout.

2. Find conditions on functions  under which any extremal equilibrium ∗ is iso-

tone in the vector  of cost parameters . Find an example in which the game

is supermodular and  is decreasing in  but an extremal equilibrium is not

isotone.
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3. Take

 =  −  + − + −

where     are known parameters, − =
P

 6=  (− 1) and − =P
0 6=  ( ( − 1)). Take also  ≡ 0 everywhere. Compute the unique

equilibrium, assuming that it is in the interior. Argue that the game is dominance

solvable.

Exercise 5.8 Consider a partnership game with two players, who invest in a public

good project at each date  ∈  = {0 1 2 } without observing each other’s previous
investments. We assume that a strategy of a player  is any function  :  → [0 1],

where () is the investment level of  at  ∈  . The payoff of a player i is

(1 2) =
X
∈

 [ (1() 2())− (() )]

where  ∈ (0 1)  ∈ [0 1] is a productivity parameter,  : [0 1]2 → R is a supermodular,

increasing, and continuous production function, and  is a time dependent cost function

for player . Everything is common knowledge.

1. Show that the above game has equilibria  and  such that for each equilibrium 

of this game,

() ≤  () ≤  () (∀ )

2. Let  be the set of all equilibria of this game. Construct an incomplete information

model in which (i) it is common knowledge that each player is rational and (ii) a

strategy profile  is played at some state  if and only if  ∈ 

3. Show that, if  ≥ 
0
, then the extremal equilibria for these parameters satisfy

(;) ≥ (;
0
) and (;) ≥ (;

0
) ∀ ( ) .

4. Consider a strategy  with (0)  (0). Can you construct an incomplete in-

formation model such that (i) each player is rational at each state and (ii)  is

played by player  at some state?
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Exercise 5.9 Consider a two-person partnership game. Simultaneously, each player 

invests  ∈ [0 1], and the payoff of player  is

(1 2 ) = (1)(2)− (),

where  ≥ 0 is a parameter, and  and  are strictly increasing functions with (0)  0.
Assume that  is common knowledge.

1. Show that the game is supermodular.

2. Assuming that best-reply correspondence is convex-valued and continuous, compute

all rationalizable strategies. How would your answer change without the continuity

assumption?

3. Show that the minimum and the maximum rationalizable strategies as well as min-

imum and maximum equilibrium strategies are increasing functions of . Give an

example, showing that set of Nash equilibria is not increasing in  in the sense of

strong set order.

Exercise 5.10 (This question is to illustrate how we can use the ideas in supermodular

game literature for structural estimation, where computational costs are very high.) Two

discount chains,Walmart and Kmart, are competing for  (geographical) markets. For

each market , decision of a chain  is binary:  = 1 if it has a store in market

, and  = 0 if it does not have a store in market . Simultaneously, each chain

decides in which markets it will have a store. The profit of chain  is

Π =
X
∈

"
( + ) + 

X
∈



#

where

•  is a chain specific constant,

•  is a market size variable,

•   0 is a parameter measuring the competition between the two firms,

•  ≥ 0 is a constant measuring the synergy between the neighboring stores, and
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•  is the set of neighboring markets of market .

Everything is common knowledge.

1. Let

()− argmax


Π( )

Show that computing () by brute force requires at least 2
 utility comparisons.

How large is this number if  = 2065 (the number of markets in the US)? How

many utility comparisons that we would have to make if we want to compute the

pure strategy Nash equilibria by brute force? Comment on how long it would take

an econometrician to estimate (  ) this way?

2. Let () be the set of  that satisfy the first-order conditions in computing

()  ∈  () if and only if

 = 1 =⇒ Π () ≥ Π (0 −)

 = 0 =⇒ Π() ≥ Π(1−)

where 
0
 = (−) is the decision where 

0
 =  and 0


0 = 

0 for all


0 6= .

(a) Show that ̄() = max() and () = min() exists.

(b) Show that () ⊆ (), and for each  ∈ () () ≥  ≥
 ()

(c) Using the techniques discussed in the class, find a procedure for computing

̄() and  () such that each of the computation takes at most
2 utility

comparisons. How large is this number when  = 2065?

3. Say that  = (12) is a pseudo Nash equilibrium iff  ∈ () for each 

and . Show that every Nash equilibrium is a pseudo Nash equilibrium. Show that

there exists pseudo Nash equilibria 1 and 2 such that for each pseudo Nash

equilibrium ,

1
1 ≥ 1 ≥ 2

1 and 
2
2 ≥ 2 ≥ 1

2;

in particular, the above bounds apply for each Nash equilibrium.
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4. Find a procedure for computing 1 (and 2) such that there are at most 43

utility comparisons. Briefly discuss this result in comparing with part 1.

Exercise 5.11 There is a good with a finite set ∗ of attributes . Simultaneously, the

producer (Player 1) selects the quality level  ∈ [0 1] for each attribute  ∈ ∗, and

the consumer (Player 2) selects a set  ⊆ ∗ of attributes whose qualities to be checked.

There is also unknown noise  in the realized quality of each attribute , where ()∈∗

are i.i.d. with mean 0. The (reduced form) payoffs of the producer and the consumer are

1 () =
X
∈

 +  |∗\|− 1 ( 1)

2 () =  

Ã
exp

ÃX
∈

( + )

!!
− 2 ( 2) 

respectively, where (), , 1, and 2 are known variables with  ≥  ≥ 0 for each

, and 1 and 2 are continuous functions, weakly increasing in  and , respectively.

(Use set inclusion to order the sets;   stands for variance.)

1. Find broad conditions on the above functions and variables under which there are

extremal equilibria. Verify that your conditions indeed imply the existence of such

equilibria.

2. Find conditions under which the extremal equilibria are weakly increasing in ()

and weakly decreasing in 1 and 2.

Exercise 5.12 Consider a set  of players, a set of type profiles  , and a set of action

profiles . Let also the payoff function  of each player  depend only on action profile 

and his own type . Assume that  is a topological space and each (≥) is a complete

lattice. Endow the set  of strategies  :  →  with the product order, i.e.,  ≥ 0 if

and only if  () ≥ 0 () for each .

1. Check if  is a complete lattice, and find the join and the meet operators.

2. Let  be the set of continuous strategies under the order topology on , i.e., the

strategies such that { :  () ≥ } and { :  ≥  ()} are always closed set.
Check whether  is a sublattice. Check whether it is complete.
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3. Assume that the type are independently distributed and partially ordered. Find

conditions on the payoff functions under which all ex-ante rationalizable strategies

and all Bayesian Nash equilibrium strategies are isotone. How would your answer

change without independence?

4. Find conditions on the payoff functions under which the conclusions of Milgrom-

Roberts theorem applies.

Exercise 5.13 In a Bayesian supermodular game, show that for any type  and any

interim correlated rationalizable action  for ,

∗ () ≥  ≥ ∗∗ ()

where ∗ and ∗∗ are the extremal Bayesian Nash equilibria. (You can make any technical

assumption, such as finiteness and continuity, you want.)

Exercise 5.14 Consider the following coordination problem over a network (such as

adopting a new technology). The set of players is  = {1     }. Simultaneously, each
player  chooses an action  ∈ {0 1}. The payoff from action 0 is normalized to zero.

The payoff from action 1 is

 =  +  +
X




where

•  is a known parameter;

•  is privately known (the type of player  in the Bayesian game) with

 =  + 

for independently and uniformly distributed random variables  ∈ [−] and
1      ∈ [− ], where  and  are positive numbers;

•  ∈ [0 1],  = , and  = 0 for all   ∈  , where Λ = [] is the known

interaction network.

1. Impose assumption on the parameters above and apply Frankel-Morris-Pauzner

theorem to show that there is a unique rationalizable strategy profile (except for

multiplicity at the cutoffs where a player changes her action) at the limit → 0.
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2. Determine how the unique limiting solution varies with respect to the parameters

in the game, including the network.

3. Take 1 = · · · =  = 0. For each network below, compute the limiting solution;

comparing your answers to different network briefly discuss your finding. (You

may also want to plot the networks for visualization.)

(a) A star network:

Λ =

⎡⎢⎢⎢⎢⎣
0 1 1 1

1 0 0 0

1 0 0 0

1 0 0 0

⎤⎥⎥⎥⎥⎦
(b) A core-periphery network (missing entries are zero):

Λ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 1 1 1 1

1 0 1 1 1

1 1 0 1 1

1 1 1 0 1

1 0

1 0

1 0

1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Exercise 5.15 This question asks you to investigate how one can or cannot use non-

linear monotone transformations of utility functions to apply the main results we have

learned for supermodularity.

1. Find an optimization problem

 () = argmax
∈

 [ (  )] 

where  ∈  is the choice variable,  ∈ Π is a known parameter and  ∈ Θ is an

unknown state, such that  is decreasing in  but  ◦ is a supermodular function
for some strictly increasing function  .
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2. Find supermodular games  = ( ) and ̃ = ( ̃) such that (i) for each

 ∈  , ̃ =  ◦  for some strictly increasing function , and (ii) the sets of

rationalizable strategy profiles for games  and ̃ are different from each other.

3. Consider game  = ( ) and a supermodular game ̃ = ( ̃) such that,

for each  ∈  , ̃ =  ◦  for some strictly increasing function .
3 Let ̄  ∈ 

be the extremal equilibria of the supermodular game ̃. Show that

(a) ̄ and  are Nash equilibria of game , and

(b) ̄ ≥  ≥  for every rationalizable strategy profile  of game .

Exercise 5.16 Consider a partnership game with two players, who invest in a public

good project at each date  ∈  = {0 1 2 } without observing each other’s previous
investments. We assume that a strategy of a player  is any function  :  → [0 1],

where () is the (incremental) investment of  at  ∈  . The payoff of each player  is

(1 2) =
X
∈



"


ÃX
≤

1()
X
≤

2()

!
− (() )

#

where  ∈ (0 1)  ∈ [0 1] is a productivity parameter,  : [0 1]2 → R is a supermod-

ular, increasing, and continuous production function, and  is a time dependent cost

function for player . Everything is common knowledge. (You can make differentiability

assumptions to simplify the exposition.)

1. Show that the above game has equilibria  and  such that for each equilibrium 

of this game,

() ≤  () ≤  () (∀ )

2. Show that, if  ≥ 
0
, then the extremal equilibria for these parameters satisfy

(;) ≥ (;
0
) and (;) ≥ (;

0
) ∀ ( ) .

3Notice that the game  need not be supermodular.
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Chapter 6

Global Games

Casual observations suggest that the outcomes are drastically different in many situa-

tions that appear to be quite similar. For example, two countries with similar natural

resources and geographical attributes may have quite different wealth levels. Similarly,

one partnership may breakdown, while another partnership with similar fundamentals

thrives. In a less obvious example, a financial system that has been thriving based on

the mutual trust may suddenly crash as the market participants lose their trust while

underlying fundamentals remain similar. Traditional economic explanation for such di-

vergence is multiple equilibria. It is presumed that the game played in these situations

have multiple equilibria. Then, in one county, firm, or market, players may coordinate

on a good equilibrium that is beneficial for everyone, while in another country, firm,

or market with similar fundamentals, the less fortunate players coordinate on a bad

equilibrium. They may be "trapped" in poverty because the unilateral deviations to

good behavior only hurt individuals. Formally, the coordination games that model the

above situations are supermodular, and the smallest and the largest equilibria differ for

relevant parameter values under complete information.

In its simplistic form, multiple-equilibrium explanation above is too fragile to explain

the high variability of the outcomes in similar situations. Carlsson and van Damme

(1993) show that 2× 2 games with multiple equilibria become dominance solvable when
one introduces a small amount of additive independent noise in players’ observations of

the fundamentals. Moreover, the unique solution selects the "risk-dominant" equilib-

rium.

169
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Applying the ideas of Carlsson and van Damme to a general currency-attack problem

with continuum of players, Morris and Shin (1998) demonstrated that not only there is

a unique solution in the incomplete information version, but also one can make sensible

predictions about how the fundamentals (and policy) affects the outcome using the

unique solution. This led to a large applied literature, called Global Games literature,

in which one applies the methodology of Carlsson and van Damme and Morris and Shin

to various economic problems.

As observed by Frankel, Morris, and Pauzner (2003), the global games are a spe-

cial class of Bayesian supermodular games, studied in the previous chapter, and the

monotone comparative statics one obtains from the global games is simply the monotone

comparative statics for the extremal equilibria in the supermodular game. The extremal

equilibria happen to be the same due to the additional structure imposed in global

games. Global games structure allows one to derive monotone comparative statics im-

plied by the underlying supermodular structure as the property of the unique solution.

In contrast, in general supermodular games, one can consider selections from equilibrium

set that do not exhibit the above comparative statics.

This chapter is devoted to illustration of the main ideas in global games literature,

as an application of supermodular games. The first section illustrates the main ideas

on a simple partnership game. The next section presents the results of Frankel, Morris,

and Pauzner (2003), showing the uniqueness of rationalizable strategies in general global

games with explicit supermodular structure. While the unique solution is increasing as

in the monotone supermodular games, it may depend on the details of the distribution

of the additive noise. The following section follows Carlsson and van Damme to show

that in 2×2 games risk dominant equilibrium is selected independent of the distribution
of the small additive noise. The next sections present applications with continuum of

players, such as the currency attack problem, and dynamics of global games.

6.1 Risk Dominance

As discussed in the introduction, the main result of global games literature yields an

equilibrium selection on the basis of a concept called, risk dominance. In this section,

I formally describe the concept of risk-dominance in 2× 2 games. Under symmetry, an
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equilibrium is risk dominant if each player’s strategy is a best response against random-

ization with equal probabilities.

Consider an arbitrary 2 × 2 complete-information game ( ) with strategy set

 = { } for each player. Assume that both ( ) and ( ) are Nash equilibria.
We want to select between the two equilibria. One standard selection is called Pareto-

efficient selection It corresponds to selecting the dominating equilibrium if one of the

equilibrium Pareto-dominates the other. For example, consider the following partnership

game

 

    − 1 0
 0  − 1 0 0

(6.1)

which we will study in detail throughout this chapter. Now, when  ∈ (0 1), both ( )
and ( ) are Nash equilibria, and ( )  (0 0). Hence, Pareto-efficient selection selects

equilibrium ( ). Such a selection may not be possible; for example, no equilibrium

dominates the other in the Battle of the Sexes game. While Pareto-efficient selection is

often utilized in game theory and its applications (e.g. in repeated games), such selection

may be highly sensitive to incomplete information, as it will be clear below.

Risk-dominance is based on a different idea and may select a Pareto-dominated

equilibrium. It is related to another concept, called -dominance. In a general game, an

equilibrium ∗ is said to be (1     )-dominant if ∗ remains a best response whenever

 assigns at least probability  on 
∗
− for each player . In a 2× 2 game, an equilibrium

is said to be risk dominant if it is (1 2)-dominant for some

1 + 2  1

That is, it remains equilibrium even if other players may tremble with high probabilities.

In particular, in symmetric games, risk dominance selects the equilibrium that is a best

response to uniform distribution: it selects ( ) when   12 and selects ( ) when

  12. In general, it is defined as follows.

When there are two strict Nash equilibria, the risk dominance can also be defined as

follows. Define the players’ loss from equilibrium ( ) by

1 = 1 ( )− 1 ( ) and 2 = 2 ( )− 2 ( ) 
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Define the players’ loss from equilibrium ( ) similarly. Risk-dominant equilibrium is

the equilibrium in which the product of those losses is greater. That is, ( ) is said to

be risk dominant if

1 · 2  1 · 2;

( ) is said to be risk dominant if

1 · 2  1 · 2

For example, in the partnership game above,  =  while  = 1− . Hence, ( ) is

risk dominant when   12, and ( ) is risk dominant when   12.

Now, in symmetric 2 × 2 games, the latter condition is equivalent to equilibrium
strategy is being a best response to the uniform distribution on other players’ actions.

Sometimes, risk-dominance is defined by that condition in more general games. The

player may hold such a uniform belief on the basis of the "principle of insufficient reason",

and as in the case of the principle itself, it is not clear on what set one should have

uniform distribution: each opponent’s strategy set or on the aggregate outcome.

6.2 Example: A Partnership Game

Consider a two player Bayesian game with the payoff matrix

 

    − 1 0
 0  − 1 0 0

Each player  ∈  = {1 2} chooses between the actions , which corresponds to investing
in a project, and , which corresponds to not investing. If both players invest, each

receives ; if only one of them invests, he gets only  − 1. The utility function above is
denoted by . Due to the cost of investing when the other party does not invest, this

game can be viewed as a coordination game.

When  is in (0 1) and common knowledge, there are two equilibria in pure strategies

and one equilibrium in mixed strategies. In the "good" equilibrium, anticipating that

the other player invests, each player invests in the project, and each gets the positive

payoff of . In this equilibrium, the players "coordinate" on the good outcome. In the
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"bad" equilibrium, each player correctly anticipates that the other party will not invest.

Consequently, neither of them invests, receiving zero payoff. When   0, not investing

strictly dominates investing, leading to ( ) as the only rationalizable outcome.

Beliefs Following Carlsson and van Damme, we will assume that players do not know

. Instead, each player gets a signal about  with an additive noise. That is, each player

 observes

 =  +  (6.2)

where  is a noise term with distribution function  and density function  , and  ∈
(0 1) is a scalar that measures the level of uncertainty players face (namely, shock size).

Without loss of generality, assume that

 (1) =  (2) = 0

Ex ante,  is distributed by  with density function . Assume that ( 1 2) are

stochastically independent. In order to relax the common knowledge assumptions about

the value of , we will assume that the support of  contains an interval [−] for
some   1 so that, ex ante it is possible that either action is dominant; investment is

dominant when   1 and not investing is dominant when   0. These are called the

dominance regions, and it is this assumption that makes the game "global".

Write  (|) for the distribution of  conditional on , which represents the interim
belief of type  about . Assume further that these interim beliefs are weakly increasing

in the sense of first-order stochastic dominance (henceforth FOSD):

Assumption 6.1  (|) is decreasing in .

That is, as he observes a higher signal about , a player becomes more optimistic

about the return from investment, expecting higher value for any increasing function of

. This intuitive property is exhibited under usual (thin tailed) distributions:

Fact 6.1 Assumption 6.1 holds whenever the noise distribution  is log-concave (i.e.

log  is concave).

Many distributions used in economic theory and applications, such as uniform, expo-

nential and normal distributions, are log-concave, and hence the monotonicity condition
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here is satisfied under such noise distributions. On the other hand, log-concavity rules

out fat-tailed noise distributions, such as Pareto and  distributions, and the monotonic-

ity assumption may fail when the noise terms have fat tails.

Supermodularity Under Assumption 6.1, the Bayesian game above is monotone su-

permodular with order

 ≥ 

on the actions. To see this, observe that the utility function

 ( −  1 2) =  ( − )

is supermodular and satisfies the continuity and measurability assumptions. Moreover,

the interim belief of type  about ( ) is increasing in  in the sense of FOSD, i.e.,

the conditional distribution  ( |) of ( ) given  is decreasing in . Indeed,

since  =  + ,

 ( |) =
Z
1{0≤} (( − 0) )  (0|) 

where 1{0≤} is the characteristic function of the set {0 ≤ }, taking value of 1 on the
set and zero outside. To see the formula, note that given 0, the signal of player 

is below the fixed  if and only if  ≤ ( − 0) , which happens with probability

 (( − 0) ). By integrating this under the distribution  (0|), one obtains the
above formula. Note that the function 1{0≤} (( − 0) ) is decreasing in 0. Since

 (0|) is decreasing in , this implies that  ( |) is decreasing in .

Extremal Equilibria and Rank Beliefs Since the game is monotone supermodular

game and symmetric, there exist symmetric and monotone extremal equilibria ∗ and

∗∗ such that

∗ ≥  ≥ ∗∗

for all rationalizable strategy profiles . Note also that ∗ (−) = ∗∗ (−) =  and

∗ () = ∗∗ () =  as  and  are strictly dominant at  = − and  = , respectively.

Hence, the monotone symmetric equilibria ∗ and ∗∗ are in cutoff strategies, where a

type plays  above the cutoff and  below the cutoff.
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The equilibrium cutoffs are determined by players’ rank belief function:

 () ≡ Pr (  |) 

probability a type  assigns to that the other player has a lower type. In any symmetric

equilibrium with a cutoff ̂, a cutoff type  = ̂ assigns probability  () to the event

that the other player does not invest. Hence, his expected payoff from  is

 [|̂]− (̂) 

But the cutoff type must be indifferent between  and , which gives 0.1 Therefore, the

cutoff must satisfy

 (̂) =  [|̂]  (6.3)

By Assumption 6.1, this condition is also sufficient for having an equilibrium with cutoff

̂, and thus the solutions to (6.3) coincide with the equilibrium cutoffs. The following

result then follows from Theorem 5.8.

Proposition 6.1 Let ∗ and ∗∗ ∈ (0 1) be the smallest and the largest solutions to
equations  (̂) =  [|̂]. Then,  is the unique (interim correlated) rationalizable

action for any type   ∗∗, and  is the unique rationalizable action for any type

  ∗. Conversely, there exist Bayesian Nash equilibria ∗ and ∗∗, defined by

∗ () =

(
 if  ≥ ∗

 if   ∗
and ∗∗ () =

(
 if   ∗∗

 if  ≤ ∗∗

The proposition states that, under rationalizability, a player must invest if his signal

about the return from investment is above a threshold ∗∗ and he must not invest if his

signal is below a threshold ∗. There is multiplicity in between the threshold in that

either action could be played in some symmetric monotone equilibrium. The key here is

that, under incomplete information, the above thresholds are distinct from the thresholds

for dominance regions. In particular, in the region (∗∗ 1), investment is uniquely ratio-

nalizable although it is not dominant. In contrast, with complete information, players

could coordinate on either actions (∗∗ 1).

1Afterall, because of the dominance regions, there are nearby types   ̂ who choose  and there

are nearby types   ̂ who chose . Since the beliefs are payoffs are continuous, ̂ must be indifferent.
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Contagion Multiplicity disappears under incomplete information because of the con-

tagion from the dominance regions. A player invests if his signal is above the dominance

cutoff

̄0 = 1

for investment. Indeed, the lowest strategy  is defined by

 () =  for all 

and the lowest best response to  is



¡


¢
=

(
 if   ̄0

 if  ≤ ̄0

Hence, a rational player must invest above ̄0 and may choose not to invest below ̄0. If

he knows that the other player is also rational, then he assigns probability 1 on strategies

that are weakly greater than (i.e., the other player invests whenever above ̄
0). Hence,

he invests if his signal is above the cutoff ̄1 where

Pr
¡
  ̄0| = ̄1

¢
= 

£
| = ̄1

¤


Indeed,

2


¡


¢
=

(
 if   ̄1

 if  ≤ ̄1

Iterating this argument, as in the proof of Theorem 5.5, one can conclude that under

th-order knowledge of rationality, a player must invest if his signal is above ̄ where

Pr
¡
  ̄−1| = ̄

¢
= 

£
| = ̄

¤


The above sequence converges to ∗∗.

The key observation of Carlsson and Van Damme is that, when the shock size  is

sufficiently small vis a vis the ex-ante distribution  of , the cutoffs ∗ and ∗∗ are close

to each other and it is uniquely rationalizable to play the risk dominant action. This

is because, conditional on ,  has an approximately uniform distribution, and those

cutoffs coincide with the risk dominance threshold in the limit–as we will see next.
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6.2.1 The case of uniform prior and small shock sizes

Assume that  is distributed uniformly on a large interval [−] where  is suffi-
ciently small and À 1 + . Assume also that  takes values in [−1 1]. Then for any
̂ ∈ (0 1), the rank belief is

 (̂) ≡ Pr (  | = ̂) = Pr (  ) = 12

and the expected return from investment is

 [| = ̂] = ̂

Hence, the indifference condition  (̂) =  [|̂] reduces to

̂ = 12

Therefore, by Proposition 6.1, the game is dominance solvable:2

Proposition 6.2 For any type  6= 12, the unique (interim correlated) rationalizable

action is

∗ () =

(
 if   12

 if   12

Excluding the cutoff value ̂ = 12, the proposition states that the resulting game

is dominance-solvable. Under the unique solution,  is played if and only if   12.

When  is close to zero,  is approximately equal to , and  is played if and only if

  12

A comparison to the limit case  = 0 is useful. For   0, the extremal equilibrium

strategies differ only at the cutoff 12 as in Proposition 6.1. For  = 0, the extremal

equilibria are also in cutoff strategies, but they are distinct on [0 1]:

∗ () =

(
 if  ≥ 0
 if   0

and ∗∗ () =

(
 if   1

 if  ≤ 1

While the sets of equilibria and rationalizable strategies are upper-hemicontinuous with

respect to ; they are not lower-hemicontinuous. There are many more equilibria in the

2Throughout this chapter, rationalizability refers to interim correlated rationalizability.
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limit game  = 0. Indeed, each type profile 1 = 2 =  corresponds to a separate com-

plete information game, which has three equilibria when  ∈ (0 1). Any selection from
that correspondence, while  varies, yields a Bayesian Nash equilibrium. In particular

there are many non-monotone Bayesian Nash equilibria.

What if  is not uniformly distributed? In that case the cutoffs ∗ and ∗∗ can be

quite different and one can select any action outside of the dominance region, depending

on the prior distributions, as we will see below in the example with Normal distributions.

However, when  is small, the ex-ante distribution is approximately uniform from the

interim perspective, leading to selection of risk-dominant action:

Proposition 6.3 Assume that  and  are Lipschitz continuous and  is positive on a

closed interval that contains [0 1]. Then, for any   0, there exists ̄  0 such that,

for all  ∈ (0 ̄),  is uniquely rationalizable whenever   12 +  and  is uniquely

rationalizable whenever   12− .

To see the proof of proposition, consider the case with bounded distribution for , and

restrict  to [−1 1]. Then,  (|) puts only positive probability on [ −   + ]. On

that region, by Lipschitz continuity,  () ∈ [ ()−   () + ] for some constant

. When ¿ min∈[01]  (),  is approximately uniform, yielding

 () ∼= 12

Moreover, as  → 0, for every ̂ ∈ [0 1],  [| = ̂] approaches ̂, showing that the

extremal cutoffs approach 1/2.

The risk dominant selection above is partly due to the common prior assumption.

The next exercise shows that either equilibrium can be selected once the common prior

assumption is dropped.

Exercise 6.1 In the above game drop the common-prior assumption about the distribu-

tion of (1 2) while keeping the rest of the model as is. Assume instead that, according to

each player , the probability that the signal of the other player is higher with probability

 for some arbitrary  ∈ (0 1):

Pr (  ) = 
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Exercise 6.2 In the original model, assume that the common distribution of 1 and 2

is discrete:

Pr ( = −1) = Pr ( = 0) = Pr ( = 1) = 13

6.2.2 The Case of Normal Distributions

Assume that the return from investment and the idiosyncratic noise terms in players

signals have standard Normal distributions:

 =  +  and  =  +  where ( 1 2)
∼  (0 1) (6.4)

where parameters ,   0 and   0 are known. Here,  represents the ex-ante expected

return;  represents the common shock to the fundamentals, and  is an idiosyncratic

noise term. Observe that type  expects that the return from investment is

 [|] =  +  ( − )

where

 =
 2

2 +  2


Intuitively, as he observes a deviation  −  between his signal and the ex-ante mean,

he attributes  fraction of it to a shock  to fundamentals and 1 −  fraction of it

to a noise in his signal, where the fraction  is determined by the relative sizes of the

variances of the shock and the noise. In this model, signal  has no intrinsic value.

The economically relevant variable is the conditional expectation  [|] of investment
return. The next result presents rank belief function in terms of  [|].

Lemma 6.1 In the normal model (6.4), the rank belief of any type  is

 () = © ( ( − )) = © ( ( [|]− ))

where © is the cumulative distribution function of  (0 1) and

 =


 2
1√
+ 1

∈
µ
1√
2



 2



 2

¶
is the sensitivity of rank beliefs to fundamental expectations.
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Proof. Conditional on ,  is normally distributed with

 [|] = (1− ) ( − ) 

 | = 

Hence, the difference  −  is normally distributed with mean − [|] and variance
+ 1. Therefore, the rank belief is

 () = Pr ( −  ≤ 0|) = ©
µ
 [|]√
+ 1

¶
= ©

µ
1− 


√
+ 1

( − )

¶
= ©( ( − )) 

The above lemma establishes that, under normal distributions, the difference [|]−
 between the interim and ex-ante expectations translates into rank beliefs via a sen-

sitivity coefficient . Since  ∈ (0 1), the sensitivity coefficient  is in the order of
2. Higher deviations between the interim and ex-ante expectations lead to higher

rank belief, which vary between 0 and 1. The other parameters of the models, namely 

and  , affect the rank beliefs only through their effect on  and the interim expectation,

which will be taken as the main ingredient of the analysis by itself. By Lemma 6.1, the

equation  (̂) =  [|̂] for equilibrium cutoffs can be written in terms of cutoff for

expectations at which the players start investing:

©( ( [|̂]− )) =  [|̂] (6.5)

The equilibrium cutoff here depends only on  and .

Figure 6.1 plots the equilibrium cutoffs  [|̂] for expectations as functions of  for
various values of . For small  = 01, there is a unique equilibrium cutoff and the

cutoff is near 1/2 in the region plotted. Thus, the players play the risk dominant action

under rationalizability, as in the case of uniform priors. Indeed, for any fixed , and any

expectation  [|], as  → 0, rank belief  converges to ©(0) = 12, and thus the

equilibrium cutoff  [|̂] converges to 1/2. A special case of this limit is the Carlsson
and van Damme limit above:  → 0 for a fixed (  ).

For any positive value of , the rank belief ©( ( [|]− )) varies from 1 to 0 as 

varies from −∞ to ∞ for any fixed  [|]. Hence, there is a unique equilibrium cutoff

 [|̂] for small and large values of . Moreover, the unique cutoff is nearly 1 when  is
small. That is, when the players are highly pessimistic ex-ante, they do not invest unless
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Figure 6.1: The equilibrium cutoff  [|̂] in Normal example as a function of  for
 = 01 1 4 10.

it is nearly dominant to do so. This is because they do not think that the other players

will be as optimistic (i.e. they are pessimistic about the other players). Symmetrically,

for large values of , the unique cutoff is nearly 0 and ex-ante optimistic players invest

unless not investing is nearly dominant. This is true for all positive . For small ,

such as 01, ex-ante beliefs must be highly extreme in order to have such an impact. For

larger values of , the effect of ex-ante mean is more prominent. For example, in the

figure, for  = 1 (e.g. 2 =
√
2 and  2 = 1), there is a unique equilibrium cutoff where

the required expected return is above 0.9 for  = −1 and it is below 0.1 for  = 2.
For larger values of , the rank beliefs become highly sensitive to expectations of

the fundamentals near the ex-ante mean, resulting in multiple equilibria. This can be

seen in the figure for  = 4, plotted in thicker lines. In that case, there are multiple

equilibria for values of  between 0.4 and 0.6. In one equilibrium, the cutoff is nearly 0,

so that the players invest so long as it is efficient to do so, and in another equilibrium,

the cutoff is nearly 1, so they do not invest unless it is nearly dominant. Outside of

the multiplicity region above, there is a unique rationalizable action where the cutoff is

nearly 0 for relatively high values of  and 1 for relatively low values of . As  gets

larger, the region of multiplicity grow and the extremal cutoffs become more extreme–
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Figure 6.2: Equilibrium Cutoffs under Normal Distribution—in terms of the difference

 [|] − , plotted on the horizontal axis. (The rank beliefs are for  = 1–in thin

lines—and for  = 4–in thick lines.)

both in multiplicity and in uniqueness regions. This can be seen for  = 10 in the

figure.

When does multiplicity arise? Towards an answer, consider Figure 6.2, where rank

belief function is plotted for  = 1 and  = 4 (as a function of  [|]−). The expected
return  [|] for  = 12 is plotted as the dashed line with slope 1. For  = 4, the

slope of  is larger than 1 at the origin. Consequently, it intersects  [|] from below.
This results in two additional cutoffs–one near 1 and one near 0 as discussed above.

For  = 1, the slope of  is smaller than 1 at the origin. Since the slope of © is highest

at the origin, this implies that its slop is below 1 everywhere. In that case, there exists

a unique equilibrium for all values of . More broadly, there is a unique equilibrium for

all values of  if and only if the slope of  is less than or equal to 1 at the origin, i.e.,

 ≤
√
2

There is a unique rationalizable strategy for all values of  when  ≤ √2, and there are
multiple equilibria near  = 12 otherwise. These multiplicity and uniqueness regions

are plotted in Figure 6.3.
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Figure 6.3: Multiplicity and uniqueness regions in Normal case. There is multiplicity

above the solid curve and uniqueness below the solid curve. The dash curves are isocurves

of  2 at
√
2 and 2

√
. (The figure is taken from Morris and Shin.)

6.2.3 Model Uncertainty

Imagine that the players do not know the underlying statistical model that generates the

fundamentals. In particular, they think that the common shock  is normally distributed

with mean zero and some unknown variance 2 where 12 has 2 distribution with 

degrees of freedom. That is,

 = ̄ where ̄ ∼  (0 1) and 12 ∼ 2 ()  (6.6)

Overall, the common shock  has -distribution with  degrees of freedom. Such beliefs

arise often when the population mean and variance is estimated from some normally

distributed sample. In this example, the sample statistics are computed from publicly

available data (possibly by a third party) and the players also observe additional private

signal about the fundamentals with additive noise as before. For simplicity, assume that

shock sizes for the common shock and the noise are identical (i.e.  = ):

 =  +  and  =  +  where  ∼  (0 1)  (6.7)
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Figure 6.4: Rank belief function under model uncertainty (as a function of  =

( − ) ).

How does such model uncertainty impact the rationalizable behavior in our ongoing

example?

Towards answering this question, under (6.6-6.7), the rank beliefs can be written as

 () =  [© ( () () ( − )) |] 

That is, observing , player  updates his beliefs about the variance 
2 and uses these

updated beliefs to compute the expectation of rank beliefs under normal model with

variance 2. An increase in    has two impact on rank beliefs. First, the deviation

( − ) increases, increasing . Second, player  comes to believe that the variance 2

of the common shock is larger. This decreases  because

 () () =
1



q¡
1 + 2

¢ ¡
1 + 22

¢
is decreasing in . Intuitively, with larger variance in common shock, the player at-

tributes a larger fraction of the deviation to the common shock (i.e.  is larger) and

thereby holds more optimistic beliefs about the other players. The latter indirect effect

dominates when | − | is large, leading to a decreasing rank belief function near the
tails.

This is vividly illustrated in Figure 6.4. Note that  depends only on the normalized

shock  = ( − ) . At  = ( − )  = 0, the direct effect dominates and the rank



6.2. EXAMPLE: A PARTNERSHIP GAME 185

Figure 6.5: Extremal equilibrium cutoffs under model uncertainty ( = 001).

belief function is increasing. As  gets larger, the player updates his beliefs more dra-

matically offsetting some of the direct effect. Eventually, the indirect effect overwhelms

the direct effect and the rank belief function start decreasing. As the player observes

very large deviations  −  that are highly unlikely under small , he attributes nearly

all of the deviation to the large variance in the common shock, concluding that the other

player is nearly as optimistic as he is (i.e.  is nearly 1/2). Such a non-monotonicity of

rank beliefs have important strategic implications.

Towards exploring the strategic implications of model uncertainty, the extremal equi-

libria are plotted in Figure 6.5. Note that the expected return [|] remains in between
 = + and +2, which is the expected return under normal distribution with-

out model uncertainty. When  is near 0,  [|] remains near the bound  + 2, as

the player attributes nearly half of the deviation to the common shock, as in the case

without model uncertainty ( ∼= 12). After  ∼= 52,  [|] rises somewhat sharply
towards  +  because the player updates his belief about the variance of common

shock substantially, leading to a sharp increase in . This is when  starts decreasing.

The expected return  [|] approaches the upper bound  =  + , as  approaches

1. The extremal equilibrium cutoffs ∗ and ∗∗ are approximately when  =  + 
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Figure 6.6: Equilibrium cutoffs and rationalizability under model uncertainity, as a

function of prior belief .

intersect ; i.e.,  () = . The equilibrium cutoffs are plotted in Figure 6.6 as a

function of .

The first implication of non-monotonicity is that the rank beliefs remain bounded

away from 0 and 1:

̄ = sup


 () ∼= 074

Since  [|]  , this implies that 
∗∗  ̄ for all values of  (and ). Hence, invest is

uniquely rationalizable whenever the expected return  [|] exceeds ̄. This leads to
a large region of interim expectations for which invest is uniquely rationalizable for all

prior beliefs although it is not dominant–as in Figure 6.6. In contrast, without model

uncertainty, the equilibrium cutoff approaches 1 for highly negative –as shown in the

previous section. Second, invest is uniquely rationalizable whenever it is risk dominant

and there is a large shock. To state this formally, for   12, define

̄ () = max {  0| ( + ) = } 

observing that ̄ () = −∞ when   ̄. Moreover, since  approaches 1/2 as  →∞,
̄ () is decreasing and finite for all  ∈ ¡

12 ̄
¢
, approaching ∞ as  approaches 12.

Since  is independent of  and , so is ̄ (). Since  [|]   for   0, the following
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is immediate:

Proposition 6.4 Under model uncertainty, invest is uniquely rationalizable whenever

it is risk dominant (i.e.  [|]  12) and there is a large shock:

 [|]−  ≥ ̄ ( [|]) 

The same result holds for not investing (with negative large shock). One can also

prove a converse of this result for  [|]¿ ̄. This can be viewed also from Figure 6.6,

where ∗∗ is near max { 12} and increasing in  until it gets close to ̄. In contrast,

without model uncertainty, large shocks do not play an important role. On the contrary,

the equilibrium cutoff ∗∗ is a decreasing function of prior expectation, and hence for a

given value  [|], a larger shock  [|] −  will only prevent invest being uniquely

rationalizable. Indeed, for any  [|]  1, invest is not uniquely rationalizable when

the shock  [|]−  is sufficiently large. This is because, when they face a large shock,

the players evaluate their rank quite differently when there is model uncertainty.

6.3 Global Supermodular Games

More generally, in a monotone supermodular game with one dimensional action and

type spaces, if the players’ private information is generated by signals with small additive

noise, the game is approximately dominance solvable, in that all rationalizable strategies

converge to a unique strategy almost everywhere as the size of the additive noise goes

to zero. In the 2 × 2 example above, the limit solution was independent of the noise
distribution, selecting the risk-dominant action everywhere. This is no longer true.

Formally, consider a Bayesian game , indexed by the shock size :

• the set of players is  = {1     };

• the set of payoff parameters is a closed interval Θ ⊆ R;

• for each player , the set of actions  is a countable union of closed intervals within

[0 1] where 0 1 ∈ ;

• the payoff function  : ×Θ→ R is continuous with bounded derivatives;
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• each player observes a signal
 =  + 

where ( 1     ) are stochastically independent with atomless densities,  has

full support, and the noise terms 1, . . . ,  are bounded.

Towards imposing the supermodularity assumptions, write

∆ ( 
0
 − ) =  ( − )−  (

0
 − )

for the marginal contribution of increasing one’s action from 0 to  for a fixed (− ).

The next assumption states the supermodularity assumptions, implying that the game

is monotone supermodular.

Assumption 6.2 Each payoff function  satisfies the following conditions:

Strategic Complementarity For any  ≥ 0 and − ≥ 0−,

∆ ( 
0
 − ) ≥ ∆

¡
 

0
 

0
− 

¢


Dominance Regions There exist  and ̄ in the interior of Θ such that 0 is strictly

dominant whenever  , and 1 is strictly dominant whenever   ̄.

State Monotonicity There exists   0 such that for all  ≥ 0, −, and ̄   ≥
0  ,

∆ ( 
0
 − )−∆ ( 

0
 − 

0) ≥  ( − 0) ( − 0) 

Here, strategic complementarity condition is the standard supermodularity condi-

tion, making  supermodular. Existence of dominance regions is what makes the game

"global" in that certain preference are not excluded a priori. This is a weak richness

assumption on preferences, requiring existence of preferences under which the extreme

actions are dominant, but not making any further assumption. In particular, there

need not be preferences under which a non-extreme action is dominant. Finally, state

monotonicity requires that  is a monotone supermodular game. Monotone supermod-

ularity would simply require the above condition for  = 0. State monotonicity further
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requires that the sensitivity of marginal contribution with respect to state  is bounded

away from 0.

Since is a monotone supermodular game, by Theorem 5.8, it has extremal Bayesian

Nash equilibria ̄ and  in pure strategies where ̄ and  are weakly increasing and

̄ () ≥  () ≥  () (∀ )

for every (interim correlated) rationalizable strategy . As  → 0, the extremal equi-

libria ̄ and  converge to weakly increasing strategy profiles ̄ and , respectively,

everywhere. The next result shows that in the limit the extremal equilibria coincide, in

that ̄ () =  () at every  where both functions are continuous. Consequently, all

rationalizable actions are within a small neighborhood of ̄ () when  is small. This is

stated in the next result, where ∞ [|] is the set of interim correlated rationalizable

actions of type  in game 
.

Theorem 6.1 There exists a weakly increasing strategy profile ∗ such that, for every

 = (1 1     1) at which 
∗ is continuous,

1. for every   0, there exists ̄  0 such that

∞ [|] ⊂ (∗ ()−  ∗ () + ) (∀  ̄) ;

2. ∗ () is a Nash equilibrium of the complete information game in which it is com-

mon knowledge that  = 1.

Note that since ∗ is weakly increasing, it is continuous everywhere except for a

countably many points at which it jumps up. Clearly, when it jumps up, by upper-

hemicontinuity of rationalizability, the extremal rationalizable actions are distinct and

remain bounded away from each other. In that case, ∗ () can be selected from that set

arbitrarily. The theorem is stated for remaining types. In that case, the first part states

that there is a unique rationalizable action for vanishingly small noise, in that all ratio-

nalizable actions converge to ∗ () as  → 0. The second part states that the unique

solution in the limit is a Nash equilibrium of complete information game. This part is a

upper-hemicontinuity property that immediately follows from continuity of payoffs.
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Figure 6.7: An illustration for (a failure) of Theorem 6.1.

Exercise 6.3 Show that ̄ () is a Nash equilibrium of game at which it is common

knowledge that  = 1 for any  = (1 1     1) at which ̄ is continuous, assuming

̄ converges uniformly over a neighborhood of .

For an intuition for the first part, consider a symmetric game where  is uniformly

distributed,  = [0 1], and there is a unique best response to every strategy (e.g. payoffs

are strictly quasi-concave in own action). In that case, the extremal equilibria are also

symmetric, and I will write drop the subscript, writing ̄ () for the action played at

signal , where   0 is fixed. Towards a contradiction, suppose that ̄ ()   () on

an open interval. Then there exist some   0, a signal value ∗, and a strategy ̃, such

that ̃ (∗) =  (∗ + ) = ̄ (∗) and ̃ () =  (+ ) ≥ ̄ () for all , as in Figure

6.7. Assuming ̃ (∗)  0, this leads to a contradiction:


³
̃|∗

´
≥ 

¡
̄|∗¢ = ̄ (∗) =  (∗ + ) =  (|∗ + )  

³
̃|∗

´
where  (|) stands for the unique best response to  for type . Here, the first

equality follows from strategic complementarity and ̃ ≥ ̄; the next equalities hold

because ̄ (∗) =  (∗ + ) and ̄ and  are Bayesian Nash equilibria. The key strict

inequality follows from uniform prior and state monotonicity as follows. Because of the

uniform prior, the beliefs −|∗ and −|∗+ of types  = ∗ and  = ∗ + ,

respectively, on ( −) satisfy

−|∗+ = −|∗ ◦∆−1
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Figure 6.8: An illustration of Theorem 6.1

where ∆ ( −) = ( +  1 +       + ). That is, type ∗ +  simply adds  to the

fundamental states and the other players’ types. Then, by definition, under , beliefs

of type ∗ +  on ( −) are as in the beliefs of type ∗ under ̃, except that he thinks

that   0 is added to . Then, by state monotonicity, his best response must be higher

than 
³
̃|∗

´
.

The equilibrium selection from Nash equilibrium is illustrated in Figure 6.8, where

once again the game is symmetric and  = [0 1]. Under complete information, by

supermodularity and monotonicity, the symmetric equilibrium correspondence as in the

figure. For example, at  =  = 12, there are three symmetric Nash equilibria, one is

near 0, one is near 1/2, and one is in between. In this graph, the equilibria where the

graph is increasing are stable in that the best response dynamics would take us back to

equilibrium if we perturb the strategies. For example, the extreme equilibria are stable

at  = 12. The equilibria where the graph is decreasing are unstable, in that the best

response dynamics would take us further away from the equilibrium if we perturb the

strategies. The middle equilibrium at  = 12 is unstable. Since ∗ is weakly increasing

and a selection from the above Nash equilibrium graph, it selects a stable equilibrium

for each complete information game at which ∗ is continuous, as in the figure. (Of

course, at singular points where ∗ jumps, one can select an unstable equilibrium or any

strategy within a range.)

Here, the selected equilibrium ∗ can depend on the distributions of the noise terms

(1     ) (see Frankel, Morris and Pauzner (2003)). One can find conditions under
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which the selected equilibrium does not depend on the distribution of the noise. The sem-

inal work of Carlsson and van Damme (1993) provides an example of noise-independent

equilibrium selection for 2× 2 games.

6.4 Risk-dominant Equilibrium Selection in 2x2 Games

For general 2× 2 games and general type spaces with additive noise, Carlsson and Van
Damme (1993) show that risk-dominant action is uniquely rationalizable for small noise,

provided that the game can be connected to dominance region (as it will be clearer

momentarily). As such they provide a noise-independent equilibrium selection–by risk

dominance.

Consider a 2-player, 2-action Bayesian game ̂, indexed by the shock size :

• the set of players is  = {1 2};

• the set of payoff parameters is an open set Θ ⊆ R;

• for each player , the set of actions is  = { };

• the payoff function  :  × Θ → R is continuously differentiable with bounded

partial derivatives with respect to  on Θ;

• each player observes a signal
 =  + 

where  has a continuously differentiable and bounded density that is strictly

positive on Θ; the noise terms (1 2) are bounded (taking values in [−1 1]),
stochastically independent from , and have a continuous joint density.

In comparison to the monotone supermodular game  in the previous section, this

model allows more general types and payoff function at the expense of restricting the

attention to 2 player and 2 action case. It allows multidimensional payoff parameters

and type spaces, by allowing both  and  to be-dimensional for any ≥ 1. It allows
players’ signals to be correlated conditional on , although it keeps assuming that they

are independent from . It rules out the problematic cases, such as perfect correlation,

by assuming that they have a joint density. In terms of payoffs, the above definition does
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not impose any non-technical restriction; the result will assume dominance regions and

some form of supermodularity in the relevant region (implicitly) as I will explain below.

Towards stating the result, recall that ( ) is risk-dominant equilibrium of the complete

information game at  if ( ) is (1 2)-dominant at the complete information game

with  for some 1 + 2  1, which is equivalent to



1 · 2  


1 · 2

when there are multiple equilibria where



1 = 1 (  )− 1 (  ) and 


2 = 2 (  )− 2 (  )

and the players’ loss 

 from equilibrium ( ) is defined similarly. Carlsson and van

Damme (1993) show that risk dominant equilibrium is selected at  by the incomplete

information game ̂ with small  whenever  is connected to a dominance region

without changing the risk dominant action:

Theorem 6.2 Consider any  ∈  ⊂ Θ for some continuous curve  such that

1.  is strictly dominant for bath players at some  ∈ , and

2. ( ) is a risk-dominant equilibrium of the complete information game at each

 ∈ .

Then, there exists ̄  0 such that  is uniquely (interim correlated) rationalizable

for type  in every game 
 with   ̄

That is, if a type 1 is connected to a dominance regions with a path along which

a pair (1 2) of strategies remain risk dominant equilibrium or a strictly dominant-

strategy equilibrium under complete information, then (1 2) is the unique rational-

izable outcome at (1 1) when the noise term is vanishingly small. For example, in

the partnership game above, ( ) is dominant-strategy equilibrium when   1 and

risk-dominant when 1 ≥   12. Hence, a type  = 34 is connected to dominance

region because we can draw a continuous curve from 34 to dominance region as above,

where the curve is simply the interval
h
34 ̂

i
for some ̂ ∈ Θ with ̂  1. Then, the

above theorem concludes that  is uniquely rationalizable for type  = 34. In the
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partnership game, except for the knife-edge case  = 12, all types are connected to a

dominance region as above, yielding unique rationalizable action at all such cases. In

higher dimensional spaces, while the dominant-strategy equilibrium remains to be risk

dominant near the dominance regions, that equilibrium can be risk dominant at regions

that are not connected to the dominance region, in that one cannot draw a curve from

that region to the dominance region without getting out. The theorem predicts risk dom-

inant selection in the regions near the dominance region and is silent for disconnected

regions. Intuitively, contagion from the dominance region spreads so long as the strategy

profile is risk dominant. This covers the regions connected to the dominance regions.

Such a contagion is contained in the region where the original equilibrium remains risk

dominant and therefore cannot spread to disconnected regions.

In the above formulation, actions are labeled symmetrically for clarity, but of course

the result applies to asymmetric games. For example, consider the following variation

of hawk-dove game

 

 1 − 1 2 − 1 1 0

 0 2  

(6.8)

where 0 ≤   1 is fixed; the states are pairs (1 2) ∈ R2. When each  ∈ ( 1), there
are two asymmetric Nash equilibria, () and (), and a symmetric

Nash equilibrium in mixed strategies. When   1, Hawk is dominant, and when   0,

Dove is dominant. Hence, () is a strictly dominant strategy equilibrium on

1 = {(1 2) |1  1 2  0} 

Moreover, () is a risk-dominant equilibrium on

1 = {(1 2) |1 ≥  2 ≤ 1 1  2} 

Clearly, pairs in 1 are connected to the dominance region 1. Hence, in the region

 = ( 1)
2
with multiple equilibria, () equilibrium is selected when 1  2,

and () is selected when 1  2.

Although Theorem 6.2 does not make a supermodularity assumption explicitly, it is

somewhat implied by the assumption that a fixed strategy pair remains an equilibrium

throughout the relevant region. A strategically equivalent game will be supermodular

under an order on actions throughout that region.
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6.5 Applications with Continuum of Players

Applications of global games often assume a continuum of players and binary actions.

This section is devoted to the analysis of such commonly used models, including the

currency attack problem studied by Morris and Shin (1998), which popularized the

global games.

There is a continuum of players  ∈  = [0 1]. Simultaneously, each player  selects

an action  ∈ { }. His payoff from playing action  is normalized to zero, while his

payoff from  is

 ( )

where  is the fraction of players who play action  and  ∈ R is the state. Moreover,
 is weakly increasing in  and in . (In many applications, such as the currency attack

problem,  is weakly decreasing in  in the natural order–and hence we will be using

the reverse order.) Once again, the players do not know  but observe a noisy private

signal  =  +  where the noise terms are i.i.d. Write  and  for the distribution

and density functions of the noise terms, respectively, and  and  for the distribution

and the density functions of , respectively, where  is assumed to be symmetric around

zero. Action  is dominant when  is above a cutoff ̄ and action  is strictly dominant

when  is below a cutoff . Hence in the extremal equilibria, players play action  above

a cutoff ̂ and  below the cutoff ̂ where   ̂  ̄. Note that, given any , the fraction

of players who play  is

 () = 1−  ((̂− ) ) =  (( − ̂) ) 

Hence, the cutoff is determined by the indifference conditionZ
 ( (( − ̂) )  )  (|̂) = 0 (6.9)

where  (·|̂) is the conditional distribution of  given ̂. In two common cases the

indifference condition simplifies dramatically:

Linear Payoffs The payoff function  is linear, and is normalized as

 ( ) =  + − 1 (6.10)
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so that  = 0 and ̄ = 1. In that case, the indifference condition above reduces to

 (̂) =  [|̂]

as in the partnership game above. The analysis of the linear model reduces to the

two-player game studied extensively in Section 6.2.

Games of Regime Change There are two regimes: status quo, and a new regime.

The regime changes to a new regime if the fraction  of players who play  ("at-

tack") exceeds some threshold ̄ () where ̄ is a decreasing, continuous function;

the status quo prevails otherwise. The payoff function is as in the following table

Regime Change (  ̄ ()) Status quo ( ≤ ̄ ())

  ()−  () − ()
 0 0

where  is the benefit of a regime change for an attacker, weakly increasing in ,

positive, and Lipschitz continuous, and  is the cost of attacking, weakly decreas-

ing and Lipschitz continuous. A typical case is  () = 1 and  () =  ∈ (0 1).
Assume that there exists ̄ such that ̄ ()  0 and  ()   () for   ̄, and

there exists  such that ̄ ()  1 and  ()  0. Thus,  is strictly dominant for

  ̄, and  is strictly dominant for   . Assume that ̄ is strictly decreasing

on
£
 ̄

¤
.

Note that, in an equilibrium with cutoff ̂, there exists a unique solution ̂ to

̄
³
̂
´
= 

³
̂
´
≡ 

³³
̂ − ̂

´


´
 (6.11)

The regime changes if and only if   ̂, because both the threshold ̄ and the attack

size  are deterministic functions of . Thus, the indifference condition reduces toZ ∞

̂

 ()  (|̂) =  [|̂]  (6.12)

In the limit  → 0, the condition further simplifies as follows.

Proposition 6.5 In a game of regime change, assume the noise terms are bounded, and

 is continuous. Then, for any  6= ̂, there exists a unique rationalizable action for
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sufficiently small  where the unique rationalizable action is

∗ () =

(
 if   ̂

 if   ̂

and the cutoff ̂ is the unique solution to

 (̂) (1− ̄ (̂)) =  (̂)  (6.13)

Proof. Clearly, as  → 0,  [|̂]→  (̂). On the other side, since  is Lipschitz con-

tinuous and the error terms are bounded,  () is uniformly within a small neighborhood

of  (̂) for sufficiently small . Hence,

lim
→0

Z ∞

̂

 ()  (|̂) =  (̂) lim
→0

Pr
³
 ≥ ̂|̂

´
=  (̂) lim

→0
Pr

³
 ≤

³
̂− ̂

´
| = ̂

´
=  (̂) lim

→0


³³
̂− ̂

´


´
 because  is approximately uniform3

=  (̂)
³
1− lim

→0
̄

³
̂
´´
, by (6.11)

=  (̂) (1− ̄ (̂)) 

Since the left-hand side is increasing and the right-hand side is decreasing there is a

unique solution to (6.13). By upperhemicontinuity, the solutions for small  are nearby

the unique solution ̂ to the limit case.

Proposition 6.5 establishes a noise-independent selection for global games of regime

change. The selection criterion, identified by the indifference condition (6.13), is a

generalization of risk dominance to continuum of players. Suppose that the fraction of

 of players who take action  is uniformly distributed; such a belief is called Laplacian.

This is quite different from other players randomizing between  and  uniformly, which

would lead to  = 12 with probability 1. Now, under the Laplacian belief, at  = ̂,

the probability of a regime change is 1 − ̄ (̂), when a player who plays  gets  (̂).

Of course, he also incurs a cost of  (̂) regardless of a regime change. Hence, (6.13)

states that he is indifferent under the Laplacian beliefs. At  6= ̂, he is not indifferent,

and selects the strict best response to the Laplacian belief, showing that "risk-dominant

equilibrium" is selected, where "risk dominance" is defined as playing a best response

to Laplacian belief under continuum of players.
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A couple of intuitive comparative statics immediately follow, thanks to the super-

modular structure. First, if regime change becomes more beneficial, in that the function

 gets weakly higher everywhere, then by (6.13) ̂ decreases, inducing more types to

attack. This is because  (̂) (1− ̄ (̂))− (̂) is increasing in ̂. Similarly, when chang-
ing regime becomes more difficult–in that either the cost function  or the threshold

function ̄ become higher everywhere, then ̂ increases, inducing fewer types to attack.

A special example is the currency attack problem.

Currency Attacks A government has pegged the exchange rate for local currency at

some ∗, in terms of a foreign currency such as the US dollars. If the government

gives up and floats the currency, the exchange rate would be ̃ () for some in-

creasing function ̃ where  ∈ [0 1] measures the strength of the local currency.
Government knows , and ̃ (1)  ∗, i.e., the local currency will be devaluated

at all states. The players are a continuum of speculators, who do not know  and

observe noisy private signals as above. A speculator can attack the local currency

by borrowing a unit in local currency at cost  and buy the foreign currency at

exchange rate ∗. After each speculator decides whether attack, observing the

fraction  of speculators who attack (and observing ), the government decides

whether to keep the peg (by absorbing the attack through open market operation)

or float the currency. For the government, the value of peg is   0 and the cost of

keeping the peg is  ( ) where  is strictly increasing in  and strictly decreas-

ing in . The government keeps the peg if    ( ), and floats it otherwise.

Assume  (0 0)  , so that the government floats the currency even without any

attack when  = 0. Thus, there exists ̄ (), defined by  =  (̄ ()  ) when in

the interior, such that government floats the currency if and only if   ̄ ()

where ̄ is strictly increasing, continuous, and ̄ (0)  0. Given the government’s

behavior, which is fixed mechanically, the payoff of a speculator from attacking

is ∗ − ̃ () −  if the currency is floated and − otherwise; the payoff from not

attacking is zero. Assume also that ̃ (0)  ∗ −   ̃ (1).

Note that the incentive to attack is decreasing with , and hence we use the reverse

order on  and  to apply the general results above. Observe that  () = ∗− ̃ () and
 () = −, satisfying the assumptions above (with the reverse order). Since ∗ −  

̃ (1), we have  (1)   (1), and hence not attack is strictly dominant near  = 1, and
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attack is strictly dominant near  = 0 (where  (0)   (0) and ̄ (0)  0). Thus, by

Proposition 6.5, for small , the players attack if and only if   ̂ where³
∗ − ̃ (̂)

´
(1− ̄ (̂)) = 

Using the general comparative statics above, one can conclude that the size of attack

at a given  is increasing in the peg level ∗, decreasing in the transaction coast  of

attacking, increasing in the coast function  of defending the peg, and decreasing in the

function ̃–when the functions are ordered by  ≥  ⇐⇒  () ≥  () for all .

This has some interesting policy implications. For example, suppose that the gov-

ernment sets ∗ before observing  and the value  () of peg level  is increasing in .

Then its payoff is

 () =

Z 1

̂()

( ()−  ( ( )  ))  ()

where  is the distribution of . Now, the government faces the following trade off. On

the one hand, higher  has higher value. On the other hand, higher  leads to higher

attack size  ( ) resulting in higher cost of defending when the attack fails and also

resulting in less stable currency as the government floats at a lower level ̂ (). Thus, the

government typically chooses an interior exchange rate ∗. Applying Topkis’s monotonic-

ity theorem, one can further conclude that the optimal exchange rate is increasing in the

government’s belief  in the strength of local currency as well as the value  of the peg

(as a function), while decreasing in the cost  of defending the currency (as a function

once again).

Now, since higher  leads to higher exchange rate ∗, the speculator can learn about

the government belief about the strength of local currency from the exchange rate ∗.

If the government does have private information about , then this leads to a signaling

game between the government and the speculators, where the government does no longer

choose the optimal ∗ naively (see Angeletos, Hellwig, and Pavan (2006)).

6.6 Dynamic Global Games

In dynamic games, incomplete information can affect the strategies in many distinct

ways. For example, a central bank may set the target exchange rate high in order to

signal the speculators that the fundamentals of the local currency are strong. Likewise,
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an employer may want to screen the workers with low incentive to work. Having seen

a currency survived a possible attack in the first day, the speculators may conclude

that the fundamentals are strong enough to rule out the possibility that attack is a

dominant strategy. Such effects often lead to multiple equilibria. In dynamic games,

long-run incentives may overwhelm short-run incentives leading to excessive number of

equilibria, as in folk theorems. This section is devoted to exploring such well-understood

affects as well as some novel effects.

6.6.1 Dynamic Contagion

An important, novel effect arises when the fundamentals are stochastic. When the

fundamentals are in a dominance region, the players may find playing the dominant

action as the only best response. Then, even outside of the dominance regions, when

the state is near a dominance region, players may anticipate that the state will enter the

dominance region very soon, playing the associated action as the only best response–

although it is no longer dominant. As in the static global games this leads to a contagion

of a unique best response, this time through dynamic concerns rather than incomplete

information. As shown by Burdzy, Frankel, and Pauzner (2001) this may lead to risk

dominant selection. I will next present their result on the partnership game; their result

applies to general 2× 2 supermodular games and allows the fundamentals to have drift.
Formally, consider a continuum [0 1] of players . Time is discrete,  = 0   2  3    

for some small but positive  . At each  a subset of players are selected and randomly

matched to play a 2× 2 game

 

    − 1 0
 0  − 1 0 0

where the state  follows a random walk:  = − + 
√
 with probability 1/2 and

 = − − 
√
 with the remaining probability for some small   0. The state  is

publicly observed at time . The probability that a player  is selected to play at time 

is  , and he is equally likely to be matched to any other player.

The key element of the model is that the actions are somewhat sticky. At each ,

before  is realized, each player  gets a chance–with probability –to revise his
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action, in which case he can select any action  ∈ { }; otherwise  = (−).

Everybody selects a new action 0 at 0. If selected, player  plays  at time .

Write  for the fraction of players  with  = . At each time , the history of past

states (0     −) and aggregate actions (0     −) is publicly known; each player

also can remember his own and previous partners actions privately, but the latter feature

is not relevant because of continuum of players. A players’ payoff is the discounted sum

of his payoffs from the stage games:P
 
− ( )

where the sum is taken over dates at which  is selected,  is the action of his match

at , and   0 is known. Now, if a player gets to revise his action at , his belief about

the other players’ future play is independent of his own past actions because only a

negligible set of players have seen them. Hence, his optimal action is independent of his

past actions–except for the cases of indifference. Hence, the expected payoff difference

between having  =  and  =  at  is

∆ (−  − ) =
P∞

=0 
− (1− )


( [+ |− ]− [1− + |−  − ])

=
P∞

=0 
− (1− )


(− − [1− + |−  − ])

where expectation is taken according to his belief about how people will revise their

future actions. To see the formula, observe that the players’ current action is relevant

for time  +  only if he does not get a chance to revise his action until then, and

this happens with probability time (1− )

, and hence his effective discount factor is

 = (1− ) −. On that event, he will be selected with probability and his payoff

will be + if his match plays , with probability + , and + − 1 otherwise. The
above formula is obtained by taking expectation conditional on (−  − ). The player

plays  if ∆ (−  − ) is positive and plays  if it is negative.

The solution concept is iterated conditional dominance. At any given history, for any

player who gets to revise his action, we eliminate action  for that player at that history

if playing  yields higher payoff at all beliefs, this is the case when ∆ (−  − )  0

for all beliefs about { +    }. Likewise, we eliminate  a player at a history if

∆ (−  −)  0 for all his beliefs about { +    }. We iterate this elimination
procedure for all histories and players indefinitely. Clearly, only (−  −) is relevant

for this procedure.
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Figure 6.9: Dynamic Contagion

The main result applies for the continuous-time limit for a fixed but sufficiently large

 (i.e. for sufficiently small stickiness in strategies):

Theorem 6.3 For any − 6= 12, there exist ̄  ∞ and ̄ : N→ (0 1) such that,
when   ̄ and   ̄ (), a unique action ∗ (− ) survives the iterated conditional

dominance at any (−  − ) where

∗ (−) =

(
 if −  12

 if −  12

This is quite remarkable: there is a unique solution in a repeated/stochastic game

with arbitrarily patient forward looking players. Here, the long-run incentives that lead

to a folk theorem in repeated games are muted because a player’s current action has

a negligible impact on the future play of other players as it can be observed only by a

negligible set of players. His action affects only his own future actions, due to stickiness,

and that friction is assumed to arbitrarily small, although it is that friction that leads

to the unique solution. Since  → 0, the time preferences do not play a role and one

can take − = 1.

The main insight is a contagion argument, induced by backward induction in a

stochastic environment. Consider a history (−  −) with large − À 1. Consider

a player  who gets to revise his action at . If he chooses  = , he will get a positive

profit at the current period, but there is a chance that he is stuck with action  in the

future and the state moves below 1 while other players switching to , yielding a negative
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payoff in the future. But when  is sufficiently large, he will get to change his action with

high probability before the state goes below 1, and he should choose . This yields a set

̄0 of states at which  is dominant as in Figure 6.9, assuming that the other players

will switch to  whenever they can. (The figure is plotted for general payoff functions;

the boundary of 0 lies outside of the dominance region in the specific game here.) Now

in the second round one gets a larger set ̄1 of states at which  is dominant assuming

that the other players choose  on ̄0 and  outside of ̄0 when they revise. Iterating

this argument, in the limit, one gets a set ̄∞ of states at which only  survives iterated

conditional dominants where  is the best response to the belief that the others will

choose  on ̄∞ and  outside of ̄∞ when they revise. Note however that, when  is

very large, the boundary of ̄∞ cannot depend on − much, i.e., the curves in Figure

6.9 are almost vertical lines. Indeed, when  is very large, regardless of − , almost

everybody gets to revise his action very quickly. Moreover, the revised action is  on

̄∞, and in the worst-case scenario it is  outside of ̄∞ . This implies that ̄∞ consists

of the states at which  is risk dominant as follows. When the state is on the boundary

of ̄∞, the players think that with probability 1/2,  will move up and everybody will

choose , and with the remaining probability, the state will move down and everybody

will choose . In order to be indifferent, it must be that − = 12. More generally, the

players must play the risk dominant action at every state.

Proof. For any set  ⊂ R× [0 1], define

∆ (−  − |) =
P∞

=0 
− (1− )


(− − 1 + [+ |−  − ])

as the payoff difference between choosing  and  at history (−  −) assuming that

the other players choose ∗ (0−  0− |) whenever they get to revise their action at
any future date 0 where

∗ (0−  0−) =

(
 if (0−  0−) ∈ 

 otherwise

Clearly, ∆ (−  − |) is increasing in all arguments (−  −  ). Action  condi-

tionally dominates  if ∆ (−  − |∅)  0. Observe that the set

̄1 = {(−  −) |∆ (−  − |∅)  0}
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of states at which  conditionally dominates  is non-empty. In particular, it contains

any (−  −) with −  1:

∆ (−  − |∅) ≥ ∆ (−  0|∅) =
P∞

=0 
− (1− )


(− − 1)  0

Writing ̄ for the set of states at which  is the unique action that survives  rounds of

conditional dominance, observe that

̄ =
©
(−  − ) |∆

¡
−  − |̄−1

¢
 0

ª


and

̄1 ⊂ ̄2 ⊂ · · · ⊂ ̄ ⊂ · · · 
The limit set

̄∞ =
S

 ̄

is a fixed point:

̄∞ =
©
(−  −) |∆

¡
−  − |̄∞

¢
 0

ª


Since  conditionally dominates  whenever −  0, ̄∞ contains only non-negative

states − , and in particular it has a lower boundary ̄∞ defined by the indifference

condition

∆
¡
−  − |̄∞

¢
= 0

Note however that when (−  −) ∈ ̄∞,

 [|−  − ] = − + (1− − )  = (1− )− + 

Hence, if it is known that (−  −)      (+−  +−) ∈ ̄∞, then

 [+ |−  − ] = 1 + (1− )
+1

(− − 1) 

which converges to 1 at an exponential rate. Burdzy, Frankel, and Pauzner (2001)

show that for large  and small  , if (−  −) ∈ ̄∞, the state remains in ̄∞ for

arbitrarily many dates and 0 approaches 1 arbitrarily quickly in real time. Similarly,

under ∗ (0−  0−), if (−  −) 6∈ ̄∞ ∪ ̄∞, 0 approaches 0 arbitrarily quickly

in real time. Hence, on the boundary, with probability 1/2, the state moves in ̄∞ and

0 approaches 1 in the near future; and state moves outside of ̄∞ and 0 approaches

0 with probability 1/2. Indifference condition then implies that − is approximately

equal to 1/2.
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6.6.2 Dynamic Games of Regime Change

6.6.3 Dynamics under Model Uncertainty

6.6.4 Supermodularity with Dynamics

6.7 Concluding Remarks

6.8 Exercises

Exercise 6.4 Consider the following differentiated Bertrand oligopoly with demand un-

certainty. Each firm  can choose a price  from a set [0 ̄] for some ̄  0 and has

zero marginal cost. The demand for the product of firm  is  ( ) where  is a dif-

ferentiable function, decreasing in  and increasing in ( −), and  is a real-valued

unknown parameter, common to all firms. Each player  observes a signal

 =  + 

where ( 1     ) are independently distributed with atomless densities and  is bounded.

1. Find sufficient conditions under which there is a unique rationalizable strategy

profile ∗ in the limit → 0–as in Frankel, Morris and Pauzner.

2. Take  = 2 and  = −+  where  ≥   0. Check what further parameter

restrictions, if any, are needed to ensure the existence of ∗ as above. Under these

restrictions, compute ∗.

Exercise 6.5 Consider the partnership game with normal distributions as in Section

6.2.2, where  ∼  (0 1). Now assume instead that  ∼  (0 2 ) where the preci-

sion 12 of player ’s information is privately known by player  and 1 and 2 are

independently distributed. Compute the extremal equilibria. Describe the extremal equi-

libria when  and  are small. (You can make any simplifying assumption about the

distribution of variances if it helps.)

Exercise 6.6 Consider the following version of the partnership game with model uncer-

tainty in Section 6.2.3. As in Section 6.2.3,  ∼  (0 1) while  ∼  (0 2) for some
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unknown variance  2. Now assume that  2 can be either  2 or  2 with probabilities 

and 1− , respectively, for some 2 À  2  0. For simplicity let the payoff from  for

player  be  if the other player plays  and  − 1 if the other player plays .

1. Compute the rank belief function and discuss how the rank belief function varies

as  varies from 0 to 1, focusing on values near 0 and 1. (For illustration,

you may fix  = 5 and  = 1 and plot the rank belief function for  =

09 05 01 10−3 10−6.)

2. Characterize the extremal equilibrium cutoffs and briefly discuss how they vary with

–building on your answer for the first part.

3. Now suppose that there are two periods:  = 0 and  = 1. In each period, the

distribution of the shocks , 1, and 2 are as above, where the unknown variance

 2 for the common shock is the same in both periods. At the end of period  = 0, the

common shock at period 0 becomes publicly observable but players do not observe

each others’ actions in that period. Characterize the extremal equilibria and briefly

discuss how the equilibrium cutoffs at the last period vary with the realization of

the common shock at the initial period.

Exercise 6.7 Consider a coordinated investment problem with a continuum of players

 ∈ [0 1]. Simultaneously, each  chooses between Invest and Not Invest. The payoff

from Invest is

 + − 1
and the payoff from Not Invest is 0, where  is a productivity parameter for player ,

who knows  privately, and  is the measure of the players who invest. Assume that

 =  +  + 

where  and   0 are known parameters and ( )∈[01] are i.i.d. with  (0 1).

1. Argue that there exist extremal Bayesian Nash equilibria and these equilibria are

in cutoff strategies. Write ∗ and ∗∗ for the smallest and the largest equilibrium

cutoffs and characterize these cutoffs; find an equation.

2. How do ∗ and ∗∗ vary with  and .
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3. Find lim→0 ∗ and lim→0 ∗∗, and plot ∗ and ∗∗ as a function of  for small .

Briefly discuss which types have unique rationalizable actions (in the limit  → 0).

Exercise 6.8 Consider a two-person partnership game. Simultaneously, each player 

invests  ∈ [0 1], and the payoff of player  is

 (1 2 ) =  (1)  (2)−  () 

where  ≥ 0 is a parameter, and  and  are strictly increasing functions with  (0)  0.
Assume that  is common knowledge.

1. Show that the game is supermodular.

2. Assuming that best-reply correspondence is convex-valued and continuous, compute

all rationalizable strategies.

3. Show that the minimum and the maximum rationalizable strategies as well as min-

imum and maximum equilibrium strategies are increasing functions of .

Exercise 6.9 In the previous question, assume that  is not common knowledge. In-

stead,  is distributed with a continuous probability density function that is strictly pos-

itive at each  ≥ 0, and each player observes a signal

 =  + 

where  ∈ (0 1), ( 1 2) are independent and each  is bounded and has a continuous
density. All of these are common knowledge. Make any other technical assumptions on

 and  under which the statements 1-3 below are true (prove that the statements are

true under the assumptions you made):

1. All rationalizable strategies converge to a unique strategy,  : R+ → [0 1].

2.  is a non-decreasing function of . Briefly discuss this in comparison to Part 3

of the previous question.

3. ( ()   ()) is a Nash equilibrium of the complete-information game in which it

is common knowledge that  =  at any  at which ̄ () = max {|  is rationalizable at }
is continuous.
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4. Compute  for  () = +  and  () = 22 +  where  and  are positive.

Exercise 6.10 Consider a two-player incomplete information game with types

 =  + 

where real-valued random variables , 1, and 2 are independently distributed. Each

noise  has a symmetric, bounded distribution  on [−1 1] with density  , and  has a
symmetric distribution  with density  such that there exists ̄ such that

 () = ||− ¡∀  ̄
¢

for some   1.

1. Assume  is the uniform distribution on [−1 1]. For  À ̄, compute the con-

ditional distributions of  and − and the rank belief  (). What happens as

 →∞?

2. Show that for every   0, there exists ̄ ∞ such that¯̄
 ( −|)− ̄ ( −|)

¯̄
  ∀  ̄ − 

where  (·|·) and ̄ (·|·) conditional distributions of ( −) under () and
¡
 ̄

¢
where ̄ is the improper flat prior on the real line. (Make any technical assumption

that you may need to make.)

3. Bonus: For 2×2 games where payoffs depend on , find conditions under which the
players must play a risk-dominant action (under rationalizability) whenever they

observe a large shock.

Exercise 6.11 Members of a political party is voting between two candidates,  and ,

in a primary election. There are 2 + 1 members. Simultaneously, each member votes

for one of the two candidates, and the candidate who gets at least + 1 votes wins and

goes on to compete against a candidate from another party in the general elections. Each

member cares only about which party wins the general election. In particular, she gets

1 if the candidate from her own party wins in the general election and 0 otherwise. If

candidate  competes in the general election, the probability of winning for her depends
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on some unknown real-valued parameter  ∈ [0 1]; the probability is  () for some

increasing and continuous function  with  (0) = 0 and  (1) = 1. If candidates 

competes in the general election, she wins with probability  for some known  ∈ (0 1).
The parameter  is uniformly distributed on [0 1], and each member  observes a signal

 =  + 

with additive noise where (1     ) is independent from  and independently and iden-

tically distributed with uniform distribution on [− ] for some known small but positive
.

1. Compute a symmetric Bayesian Nash equilibrium in cutoff strategies, where each

member  votes for  if and only if  ≥ ∗ for some known cutoff ∗. (Write the

condition the cutoff ∗ must satisfy.)

2. Compute the limit of ∗ as → 0 and briefly discuss the limit.

3. Challenge (not for grade): In some political parties there are "super delegates"

who may be committed to voting for a candidate (as in the case of the Democratic

Party in 2016 presidential elections). Towards an analysis of the effect of these

super delegates, assume that candidate  wins if and only if  members votes for her

for some known  ∈ (0 2+ 1). Write a model (e.g. of information, preferences
and equilibrium behavior) and analyze the impact of super delegates on the outcome

of the general election. (Feel free to relax any of the assumptions I made.)

Exercise 6.12 In the currency attack model, assume that the government has a debt

 denominated in the foreign currency. The value of the peg comes from lowering the

debt payment in the local currency. In particular, the value of the peg and the cost of

defending the peg are

 () =  ()−∗

 ( ) =  (∗ −  ()) 

respectively, where  () =  is the floating rate, ∗ is the pegged exchange rate, and  is

the fraction of speculators who attack.

1. Check whether this is a monotone supermodular game.
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2. Compute the limit of the symmetric monotone Bayesian Nash equilibria as noise

converges to 0.

3. Determine how each of the (limit) equilibria vary with respect to the transaction

cost , , and ∗; briefly discuss your results.

4. Bonus (open ended, no credit): develop a model that also takes the exports and the

imports into account, and determine the optimal exchange rate ∗ for the govern-

ment.

Exercise 6.13 Consider a large number of depositors, denoted by  = [0 1]. The

bank has 1 unit of funds, accounting for the deposits by the depositors. Each depositor

simultaneously chooses between "Withdraw Now" (action 0) and "Keep until maturity"

(action 1). If the bank has sufficient funds, it pays   1 to those who withdraw and

   to those who keep. But the bank may not have enough funds, in which case it

divides its existing funds equally among those who demand their money at the moment

as follows. Write  for the fraction of depositors who withdraws. If   1, then the

bank pays  to each depositor who withdraws, and invests the remaining funds 1−  to

a project that yields (1− )  and pays

 = min

½
1− 

1− 


¾
to each depositor who keeps. If  ≥ 1, then the bank pays 1 to each depositor who

withdraws, giving 0 to the depositors who keep.

1. Assume that  is known. Determine the values of  for which there is a dominant

strategy, and identify the dominant strategy equilibrium for those values. Which

strategies can be dominant (briefly discuss your finding)? For the remaining values

, compute the set of symmetric Nash equilibria in pure strategies.

2. Now assume that  is not known and each depositor  gets a signal  = + where

 is uniformly distributed on [0 ] and  is an idiosyncratic noise term, uniformly

distributed on [− ] for some small but positive . Compute the monotone sym-
metric Bayesian Nash equilibria for the limit  → 0. Plot the equilibrium cutoffs

as a function of  and briefly discuss your findings.
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Hint: Observe–and verify–that  is uniformly distributed on [0 1] according to

the cutoff type.

3. Now imagine that the deposits up to some  is insured. That is, a depositor gets

at least min { } if she withdraws and at least min {} if she keeps. Compute
the set of monotone symmetric Bayesian Nash equilibria in pure strategies for the

limit → 0, and briefly discuss how  affects the equilibrium strategies.

Exercise 6.14 This question asks you to analyze hoarding of supplies in times of crises.

There are a countinuum of players  ∈ [0 1] and a consumption good of total size  ∈
(0 1). The value of the good for each player  is  where

 =  + 

for some common shock  with improper uniform prior and idiosyncratic shock  with

distribution function  and density function  . Each player privately knows the value

of the good for herself. There are two periods,  = 0 1. The price of the good at period

 = 0 is 0, a known number, and the price of the good at  = 1 is determined by the

market-clearing condition (as below). Each player can choose to buy the good at  = 0

or at  = 1. If she chooses to buy at  = 0, and the fraction  of the players who

chooses to buy at  = 0 is less than or equal to , then she buys it at price 0 obtaining

a payoff of  − 0. If   , then the buyers are rationed so that each of them buy

with probability , obtaining a payoff of ( − 0); those who do not buy at  = 0

obtain a zero payoff in that case. If  ≤ , then the price 1 of the good at  = 1 is such

that the fraction of players  with   1 who have not bought at  = 0 is equal to the

remaining amount of good,  − . Compute the set of monotone symmetric Bayesian

Nash equilibria in pure strategies. Hint: Define rank  of a player  as the fraction of

players  with   . Observe that each player believes that her rank is uniformly

distributed on [0 1].

Challenge: More generally, compute the symmetric Bayesian Nash equilibria for a

given rank belief function  that maps  to the rank belief of the type . When  has

fat tails, the rank belief becomes uniform after a large shock; and when  has light tails,

the rank belief becomes concentrated at one of the ends after a large shock. How does a

shock affect the hoarding behavior under such two specifications?
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Exercise 6.15 Consider the Currency Attack problem in Section 6.5. Assume that 

and each  can take any real value. Suppose that

 =  + 

 =  + 

for some known parameters  and  with  ∈ (0 1) and some independently distributed
random variables   (for  ∈ [0 1]) where  and  have densities  and , respectively:

 () = min
©
̄  ||−ª

 () = min
n
̄ ||−

o
for some known positive numbers ̄  ̄  . For each specification below compute the

limit of the unique equilibrium as  → 0 and briefly discuss your findings by comparing

them to each other and to that of Morris and Shin.4

1. À 

2. ¿ 

Exercise 6.16 Consider a regime change game in which there is a unit mass of citizens

who choose between revolting (action  = 1) and not revolting (action  = 0), and there

is regime change if the fraction of citizens who revolt exceeds . Ex-ante  is uniformly

distributed over a large interval [−], where À 1, and each citizen observes a signal

 =  +  where idiosyncratic noise  is distributed uniformly on some small interval

[− ]. The game is so far as in Section 6.5. It differs from that framework as follows.

A player receives payoff 0 if they do not revolt. If a player revolts, their payoff is − if
there is regime change and − otherwise, for some   0. Here,  is private information
of player , and it is independently and identically distributed with

 =

(
 with probability 

 with probability 1− 

for some  ∈ (0 1). Moreover,    and   , but  can be larger or smaller

than .

4Hint: Suppose  and  have power distributions as in this question. Conditional on  +  being

on the tail, Bayes’ rule attributes all of the variation to one of the addends (e.g., puts nearly probability

1 on  =  [] and  =  +  − []), attributing all of the variation for the random variable with

lower index.
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1. Compute a symmetric Bayesian Nash equilibrium.

2. Now introduce the government explicitly. Before the citizens move, the government

observes , and can then decide to arrest a fraction of its citizens. These arrested

citizens cannot choose to revolt (action  = 1). The payoff of the government is

 −  () if the regime does not change and − () if the regime changes where
 is the fraction of players who are arrested. Here,   0, and  is a convex

increasing function with (0) = 0 and  (1) À  . For this part, assume that

  . Answer the following question for two separate cases:

Privacy The government cannot observe  for any player .

No Privacy The government observes  for each player .

(a) If the players who are not arrested were not aware of this possibility (and

played according to the equilibrium in the first part), what would be the optimal

arrest policy for the government?

(b) Briefly discuss the role of privacy.
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Chapter 7

Potential Games

In some games, players may act as if each player tries to maximize a common payoff

function, in that the payoff differences from unilateral deviations reflect the changes

in a common payoff function from such unilateral deviations. Such games are called

potential games. An obvious example of a potential game would be a literal common-

interest game. However, there are many more potential games–with substantial conflict

between the players, such as the Prisoners’ Dilemma game, Cournot competition, and

many of the coordination games studied in previous chapters. Global games exhibit

many useful properties. This chapter is devoted to the introduction of potential games

and illustration of some of these proprerties. It mainly follows Monderer and Shapley

(1996), who introduced potential games.

7.1 Ordinal Potential Games

This section introduces introduces the weakes notion of a potential games: ordinal po-

tential games.

Definition 7.1 For a game  = ( ), a function  :  → R is said to be an

ordinal potential function for  if

 ( −)−  (
0
 −)  0 ⇐⇒  ( −)−  (0 −)  0 (∀  0 −) 

A game  is said to be an ordinal potential game if it admits an ordinal potential

function.

217
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Observe that when  is an interval of real numbers and  and  are differentiable

the above condition can be written as



µ




¶
= 

µ




¶


The next example establishes that Cournot competition is an ordinal potential function.

Example 7.1 (Cournot Competition) Consider an -firm Cournot oligopoly with

inverse-demand function Π and constant marginal cost , where each firm  must produce

a positive quantity   0. The payoff function of a firm is

 (1     ) =  (Π ()− )

where  = 1 + · · ·+ . Consider the function  with

 (1     ) = 1 · · · · ·  (Π ()− ) 

Observe that  is an ordinal potential function for Cournot oligopoly. Indeed,




= Π ()− − Π

0 () 

Hence,




=

Y
 6=

 (Π ()− )−
Y


Π

0 ()

=
³Y

 6=


´ 




Ordinal potential games are strategically equivalent to common-interest games un-

der ordinal solution concepts, such as pure strategy Nash equilibrium, inheriting their

properties.

Proposition 7.1 Let  = ( ) be an ordinal potential game with ordinal potential

function  . Then, the following are true.

1. Pure strategy Nash equilibria of game  coincide with the pure strategy Nash equi-

libria of game ( (      )).

2. Every  ∈ argmax∈  is a pure strategy Nash equilibrium of .
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3. If  is compact and  is continuous, then  has a pure strategy Nash equilibrium.

The first part follows immediately from the definitions; Part 2 immediately follows

from Part 1, and Part 3 immediately follows from Part 2. Ultimately it establish an

exsiting theorem for pure strategy Nash equilibrium.

For general games, adjustment processes, such as best response dynamics, can exhibit

cycles and may not converge to any equilibrium point. (They converge eventually get

close to the set of rationalizable strategies.) Ordinal potential games behave much

better. In particular, define an improvement path as a sequence 0 1    of strategy

profiles such that there exists a sequence of players 0 1    with

• − = −1− for each 

•  (
)   (

−1) 

If a game  is an ordinal potential game, then the ordinal potential function 

increases along any improvement path. If the game is finite, such a path can consists

of only finitely many elements, and it must eventually reach to a local maximum of

the ordinal potential function (when only unilateral deviations are allowed). Thus, such

adjustment processes must eventually converge to a Nash equilibrium. In particular, one

can compute a Nash equilibrium (quickly) by using finite improvement paths.

Proposition 7.2 Let  be an ordinal potential function for a game . Then,  in-

creases along every improvement path. If  is finite, then every improvement path

0 1    must be finite: |0     | ≤ ||. Moreover, every maximal improvement path
terminates at a pure strategy Nash equilibrium of game . (That is, for an improvement

path 0 1      for which there is no improvement path 0 1      +1,  is a

pure strategy Nash equilibrium.)

General solution concepts use also cardinal properties of the utility functions. Hence,

in order to study general solution concepts, the next section introduces a stronger concept

of potential.
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7.2 Potential Games

A potential function  is such that the payoff from unilateral deviations is equal to

the change in  with respect to such deviations. Since the preferences are invariant

under affine transformation of utility functions, one only needs to find a potential after

weighting the payoffs of individual players, as follows.

Definition 7.2 For a game  = ( ) and  = (1     ) ∈ R
+ , a function

 :  → R is said to be a -potential function for  if

 ( −)−  (
0
 −) =  ( ( −)−  (0 −)) (∀  0 −) 

A game  is said to be a -potential game if it admits an -potential function. A

function  :  → R is said to be a (exact) potential function for  if

 ( −)−  (
0
 −) =  ( −)−  (0 −) (∀  0 −) 

A game  is said to be a potential game if it admits an exact potential function.

Since one can always transform utility functions by dividing each  with , the

weighted potential games can be viewed as potential games so long as each  is positive.

Weighted potential games may include dummy players whose payoffs do not depend on

their own strategies. Indeed, the payoff function for a -potential game can be written

as

 () =  () +  (−) 

where  (−) is a "dummy" payoff that does not depend on player’s own strategy. We

will focus on potential games (for which the weights must be posititive and taken to

be 1 for each player). When the strategy sets are intervals in real line and the payoff

functions are differentiable, the above condition can be written as




=




(∀) 

Observe that when exists, potential function is unique up to a constant:

Proposition 7.3 If  and ̃ are potential functions for a game , then

 () = ̃ () +  (∀)

for some constant .
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I will next present some examples of potential games.

Example 7.2 (Investment Game) Consider the investment game

 

    − 1 0
 0  − 1 0 0

(7.1)

This is a potential game with potential function:

 

  0

 0 1− 

(7.2)

Observe that each pure strategy Nash equilibrium is a "local maximum" when only

unilateral deviations are allowed. The potential function has a unique maximizer, and

it coincides with risk-dominant equilibrium.

Example 7.3 (Prisoners Dilemma) Consider the Prisoners’ Dilemma game for which

a potential function is given on the right:

 

 5 5 0 6

 6 0 1 1

 

 0 1

 1 2

(7.3)

The Prisoners’ Dilemma game shows that the potential function does not necerrarily

reflect the players’ common preferences. Although players prefer () to (), we

must have  ()  ().

Of course, every ordinal potential game is a potential game. The next example

illustrates that the converse is not true.

Example 7.4 (Modified Prisoners Dilemma) Consider the following variation of

the Prisoners’ Dilemma game for which an ordinal potential function is given on the

right:

 

 5 5 0 6

 6 0 1 2

 

 0 1

 1 2

(7.4)
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However, this version is not a potential game. Indeed, any potential function  must

satisfy

 ()−  () = −1
 ()−  () = −3

showing that

 ()−  () = −3
On another path, it must satisfy

 ()−  () = −1
 ()−  () = −1

showing that

 ()−  () = −2
a contradiction.

When the inverse-demand function is linear, Cournot oligopoly is a potential func-

tion.

Example 7.5 (Linear Cournot Competition) Consider an -firm Cournot oligopoly

with linear inverse-demand function Π () = −  and any marginal cost function .

The payoff function of a firm is

 (1     ) =  (− )−  ()

where  = 1 + · · ·+ . Consider the function  with

 (1     ) = 
X


 − 

X

2 − 

X


 −
X


 () 

Observe that  is a potential function for Cournot oligopoly. Indeed,




= − 2 −  − 0 () =






The next result, due to Monderer and Shapley, provides a useful characterization of

potential games in many economic applications, and provides a formula to compute the

potential function. (One can vary the potential function by varying the fixed strategy

profile ̂, at which the constructed potential function is zero. Of course, they vary by a

constant.)
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Proposition 7.4 Let  be a game in which the strategy sets are intervals of real num-

bers. Suppose the payoff functions are twice continuously differentiable. Then,  is a

potential game iff
2


=

2


(∀  ∈ ) 

Moreover, if the payoff functions satisfy the above equality, then a potential function is

given by

 () =
X

∈

Z 1

0




( ())0 () 

where  : [0 1]→  is a continuously differentiable path with  (0) = ̂ and  (1) =  for

some arbitrarily fixed strategy profile ̂ ∈ .

For example, in the Cournot oligopoly with linear inverse demand function, we have

2


= −

showing that it is a potential game. When the game inverse-demand function is not

linear, we have
2


= Π0 () + Π

00 () 

Hence, whenever  6=  and Π00 () 6= 0, we have

2


6= 2




The Cournot oligopoly is not a potential game whenever the inverse demand function

is non-linear (and twice continuously differentiable) although it is an ordinal potential

game.

For general games, one can use payoff variations along paths to check whether a game

is a potential game as follows. A finite path is a finite sequences  = (0     ) such

that there exists a unique sequence  = (0     ) such that 

− = −1− for all   0.

A finite path is closed if 0 = ; it is simple if  6=  for all other distinct pairs ( ).

For any finite path  = (0     ) define

 () =
X

=1


¡


¢− 
¡
−1

¢


The game is a potential game if the above sum is zero for all closed paths.
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Proposition 7.5 For any game  with finite set of players, the following are equivalent.

•  is a potential game.

•  () = 0 for all finite closed paths.

•  () = 0 for all finite, closed, simple paths of length 4.

The above proposition establishes that it suffices to check violation of a potential

function for only on paths with 4 elements, along which only two players vary their

strategies. The next section provides an important class of potential games (in fact,

they exhoust the set of potential games).

7.3 Congestion Games

A congestion game is a game similar to a strategic situation in which a set of drivers

independently choose their routes to commute and have externalities (introduced by

Rosenthal (1973), who defined a potential function for them). It turns out that all

potential games can be represented as a congestion game. This characterization will

also show that many games considered in global games literature are indeed potential

games.

Definition 7.3 A congestion model is a tupple  = ( ) where

•  = {1     } is the set of players

•  = {1    } is the set of facilities (or resources)

•  = 1 × · · · ×  is the set of strategy profiles where  = 2
\ {∅} for each , so

that each  ∈  is the set of facilities used by player , and

• for each  ∈  ,  ∈ R , so that  () is the payoff from using facility  when

exactly  players use the facility  (including the player herself).

Here, the players could be a set of drivers, each facility could be a segment of roads, so

that each subset  ∈  is a route for player . Clearly, a player should get a payoff from

a route if the route takes her from her current location to her destination (in addition to
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the cost associated with them). The next definition absracts away from such practical

issues.

Definition 7.4 A congestion game associated with a congestion model  = ( )

is a game  = ( ) where

 () =
X

∈
 ( ())

 () = # {0 ∈  | ∈ 0} (∀ ∈) 

The following theorem states that every congestion game is a potential game (Rosen-

thal, 1973), and conversely every potential game can be represented as a congestion game

(Monderer and Shapley). Two games  = ( ) and 0 = (0 ) are said to be

isomorphic if there exists bijections  :  → 0,  ∈  , such that for every  ∈  and

 ∈ ,  () =  ( ()).

Theorem 7.1 Every congestion game is a potential game, where a potential function is

obtained by

 () =
X
∈∪

()X
=1

 () 

Coversely, every finite potential game  is isomoprhic to a congestion game.

The above result points to an important class of games that we considered in global

games chapter. Consider a binary action game with  = {0 1}, and let the payoff from
action  = 1 be a function  () of the number  of players who take action 1 and the

payoff from action o be zero. This game can be represented as a congestion game with

two facilities where 0 () = 0 and 1 () =  (). The potential function for such a game

is

 () =

()X
=1

 () 

where  () denotes the number of players who take action 1 under strategy profile .

The applictions in the previous chapter mainly focused on games with continuum of

players. Sandholm (2000) studies potential games with continuum of players. For such

games a potential function can be computed as

 () =

Z ()

0

 () 
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where  () is the fraction of players who take action 1 under .

Now imagine that there is strategic complementarity, i.e., the function  is increasing.

In that case, the potential function is maximized either at (0     0) or at (1     1). Since

 (0     0) = 0, the maximizer is determined whether

 (1     1) =  (1) + · · ·+  ()

is positive or negative. But observe that  (1     1)  0 and hence the potential function

is maximized at (1     1) if and only if 1 is a best response to the Laplacian belief that

puts probability 1 on each number  of players taking action 1. That is, potential

function is maximized at the equilibrium in which each player plays the risk-dominant

action.

7.4 Bayesian Potential Games

Consider a Bayesian game B = (Θ    ) where  = {1     } is the set of
players, Θ is the set of fundamental payoff parameters,  = 1 × · · · ×  is the set of

type profiles,  = 1 × · · · ×  is the set of action profiles,  :  × Θ ×  → R is

the payoff function of player , and  (·|) ∈ ∆ (Θ× −) is the interim belief of type

. When B admits a common pror, we will simply write  ∈ ∆ (Θ×  ) for the common

prior. Assume for simplicity that  is finite. A Bayesian game B = (Θ   ) is

said to be a potential game if there exists a function  : ×Θ×  → R such that

 ( −  )−  (
0
 −  ) =  ( −  )−  (0 −  ) 

Under a common prior, a Bayesian game is a potential game as it is represented as an

ex-ante game. Therefore, it inherits the properties of potential games in the previous

sections.

Proposition 7.6 Let B = (Θ   ) be a Bayesian potential game with potential

function  : ×Θ×  → R and a common prior . Then, the ex-ante game  (B) is
a potential game with potential function P :  → R

P () =  [ (  )]

where  is the expectation operator under . If in addition  ()  0 for each  ∈ 

and  ∈  , then each  ∈ argmaxP () is a Bayesian Nash equilibrium of game B.
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The common prior assumption and ex-ante formulation is important for this result.

If the game does not have a common prior, the ex-ante game may not be a potential

game even if the Bayesian game admits a potential. Likewise, the interim game can fail

to be a potential game (as a player’s belief and incentives may depend on her type).

Using the above result for the ex-ante game, one can use improvement paths to compute

a pure strategy Bayesian Nash equilibrium. Moreover, the adjustment processes would

converge to an equilibrium when ex-ante formulation makes sense for the adjustment

process.

7.5 Noise-independent Selection in Global Games

As discussed in Section 6.3, in global supermodular games, the game becomes dominance-

solvable when players observe the state with vanishingly small additive noise. In the

limit, at each state, the players play a Nash equilibrium of the complete information

game in which the state is known. Unfortunately, in general, the equilibrium selected

depends on the distribution of the additive noise in players’ observation. In contrast, in

2 x 2 games studied by Carlsson and van Damme, the risk-dominant equilibrium was

selected regradless of the noise distribution. Frankel, Morris, and Pauzner (2003) also

study such noise-independent selection. They show that, in Bayesian potential games,

the equilibrium that maximizes the potential function will be selected independent of

the noise. In particular, in binary action congestion games (widely considered in global

games literature), risk-dominant action will be selected independent of the noise distri-

bution.

Formally, as in Section 6.3, consider a Bayesian game , indexed by the shock size

:

• the set of players is  = {1     };

• the set of payoff parameters is a closed interval Θ ⊆ R;

• for each player , the set of actions  is a countable union of closed intervals within

[0 1] where 0 1 ∈ ;

• the payoff function  : ×Θ→ R is continuous with bounded derivatives;
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• each player observes a signal
 =  + 

where ( 1     ) are stochastically independent with atomless densities,  has

full support, and the noise terms 1, . . . ,  are bounded.

Under Assumption 6.2, Theorem 6.1 shows that, as  → 0, the extremal equilibria

of game  converge to a unique weakly increasing strategy profile ∗, where ∗ () is

a Nash equilibrium of the complete information game in which it is common knowledge

that  = 1.

Theorem 7.2 Assume, in addition, that  is a Bayesian potential game with potential

function  : ×Θ→ R. Then,

∗ (     ) ∈ argmax
∈

 ( )

at each  where each  ( − ) is quasi-concave in .

The last condition requires that the sets of the form {| ( − ) ≥ } are convex.
In that case,  ( ) is maximized at a unique ∗ () ∈ , which is a strict Nash

equilibrium of the complete information game at . Theorem establishes that equilibrium

∗ () is selected as the noise vanishes, independent of the distribution of . This of

course implies risk-dominant selection in games discussed above. Frankel, Pauzner, and

Morris (2003) establish this for a broader classes of games, requiring only that ∗ () is

the unique maximizer of a "Local potential function".
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Chapter 8

Interactive Epistemology

This chapter introduces the basic notions in interactive epistemology, mainly focusing

on Aumann’s partition model of knowledge. It builds on Aumann’s classic lecture notes

with the same title; see Aumann (1999a,1999b) for a published version. Here, I will

add some new concepts and notation that will be used in later chapters. I will first

present the standard model of knowledge for one-person case. I will then present the

basic concepts of the interactive epistemology, such as common knowledge, common

certainty, and public events. I will conclude with Aumann’s celebrated Agreeing to

Disagree Theorem.

8.1 StandardModel of Knowledge–One-Person Case

In this section I will present the canonical partition model of knowledge, due to Aumann

(1974). Of course, epistemology is a vibrant area in philosophy and there are many alter-

native models of knowledge. The partition model is a canonical model that incorporates

several stringent assumptions. These assumptions reflect a highly clear-minded and in-

telligent individual who knows what she knows and what she does not and can figure out

all the logical implications of her knowledge. There are several equivalent representation

of knowledge in this model, and each representation is useful in its own way.

Consider a state space Ω. Each state  ∈ Ω is a full description of the world, listing

all things that are true. Only one of these states is the true state of the world. The

true state is not necessarily known. All the other states are hypothetical; they are
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often introduced to describe players’ beliefs. Consider also an individual who has some

knowledge about the true state  ∈ Ω but may still face some uncertainty about the

state. Any subset  ⊆ Ω is called an event, and  and  are designated as generic

events. The complement of an event  is denoted by ∼  ≡ Ω\ (is read: event  does
not occur).1 I will next present alternative–but equivalent–formulations of knowledge.

8.1.1 Knowledge Function

Knowledge function is the canonical model of knowledge in Economics: the individual

observes the value of a function

 : Ω→ 

from the state space to some abstract space . The function  is often called a signal

in applications. I will use the next example throughout the chapter to illustrate the

concepts introduced.

Example 8.1 Let  ∈ N = {0 1   } be the price of bread. Ann does not know the
price, but she observes the price with some additive noise

 =  + 

where  ∈ {−1 0 1} is the noise. Here, the state space is Ω = N× {−1 0 1}, where a
state of the world is a price-noise pair ( ). The knowledge function  : Ω → R is

defined by

 ( ) =  + 

Example 8.2 In the previous example, consider another individual, Bob, who knows

the price  of a bread, but he does not know what Ann observes. Formally, Ω is defined

as above, but Bob’s knowledge function  : Ω→ R is given by

 ( ) = 

Recall that an event  is any subset of Ω. For example, event

1 = {( ) ∈ Ω| ≥ 1}
1When there is a continuum of states, one may impose a measurability restriction, as in Probability

Theory.
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represents the statement that "the price of a bread is at least 1 dollar". On the other

hand, the event

1 = {( ) | +  ≥ 1}
represents the statement that "Ann’s signals is at least 1".

8.1.2 Information Function

The information content of a knowledge function is limited to the restriction it imposes

on the whereabouts of the true state. By observing the value  (), individual learns

that  is within the set

 () = {0| (0) =  ()}  (8.1)

This is the entire informational content of the signal she observes.

In the ongoing example, the informational content of Ann’s signal is

 ( ) = {(0 0) | +  = 0 + 0} 

Ann learns which −45◦-line the true state lies, but she does not know where it is in that
line. The informational content of Bob’s signal is

 ( ) = {(0 0) |0 = 0} = {} × [−1 1] 

For example, suppose that the true state is 0 = (1 0), i.e., the price of a bread is 1

dollars and Ann observes a signal 1, so that her signal tells exactly what the price is. In

that case, Ann will observe  (0) = 1 and will learn that the true state is in the set

 (0) = {( ) | +  = 1}. She learns that the price of bread is in between 0 and 2,
i.e.,  ∈ [0 2], and the noise in her signal is 1− . On the other hand, Bob will observe

 (0) = 1 and will learn that the true state is in the set  (0) = {} × [−1 1]. He
learns that the price of a bread is 1, but he does not learn anything about the noise in

Ann’s observation.

The set  () is called the information set, and the function

 : Ω→ 2Ω\ {∅}

is called the information function. Here,  () is interpreted as the set of states that one

cannot rule out when the true state is . In other words, this is the set of states that
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Figure 8.1: Information sets of Ann (on the left) and Bob (on the right)

she finds possible. In that sense, one can call it a possibility set, calling  a possibility

function. The terms information set and information function implies that they are

derived from a knowledge function through (8.1).

The information sets of Ann and Bob are plotted in Figure 8.1. The figure on the left-

hand side plots the information set  () of Ann. For each  = ( ), the information

set  () at  is the set that contains . These information sets have a −45◦ angle,
reflecting the fact that she observes the sum +. At state  = (0−1), her information
set is singleton, and she knows the true state. Bob’s information sets are plotted on

the right-hand side. His information sets are vertical lines, reflecting the fact that he

knows  and does not have any information about . Observe that (1) at each state

, the true state is contained in the information set  (), and (2) the information sets

form a partition for each individual. In particular, if 0 is not ruled out at , then the

information sets at states  and 0 are identical. These are general properties imposed

by the fact that information function is derived from a knowledge function by (8.1):

I1  ∈  () ;

I2  () 6=  (0)⇒  () ∩  (0) = ∅

Exercise 8.1 Prove that a function  : Ω → 2Ω\ {∅} satisfied properties I1 and I2 if
and only if  is derived from a knowledge function  through (8.1).
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The property I1 is called the Truth Axiom, in this formulation of knowledge. It

states that the individual does not rule out the true state, i.e., the individual is not

delusional (although the term "non-delusion assumption" will be used for a slightly

different assumption). The second property, I2, is the standard property of information

sets in game theory: two distinct information set does not intersect each other. If it did,

one could not have a coherent story about information sets without knowledge of the true

state. I2 allows one to focus information sets without referring to the underlying true

state. Of course, under bounded rationality, one could easily have intersecting distinct

information set, when one would need to represent the knowledge through information

function.

More generally, any function  : Ω→ 2Ω\ {∅} with properties I1 and I2 is called an
information function. Clearly, an information function is a specific case of a knowledge

function, although every knowledge function yields an information function by (8.1).

Throughout the course, we will mostly work with an information function, but knowledge

function is also very useful, especially in concrete applications.

8.1.3 Information Partition

As discussed above, under I2, one can simply model the information of an individual by

describing the information sets. Of course, under I1 and I2, the information sets form a

partition

I = { () | ∈ Ω} ∈ Π (8.2)

where Π denotes the set of all partitions of Ω. The partition I is called the information
partition. The information partitions in the ongoing example are plotted in Figure

8.1; the information partition of Ann consists of -45 degree lines, while the information

partition of Bob consists of vertical lines. A partition seems to be the simplest way to

represent the knowledge (when it is feasible). Clearly, every partition I ∈ Π is associated

with an information function  where  () is uniquely defined by

 ∈  () ∈ I (8.3)

i.e., the unique cell that contains . The information function  is defined by (8.3) when

one starts with an information partition I ∈ Π.
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8.1.4 Knowledge Operator

While partition model is useful in representing the information, as it has been done in

game theory classes at all levels, translating the information about the players’ knowledge

in those models to plain English is somewhat difficult. Knowledge operator comes in

handy for such a task. The knowledge operator  on the set of events is defined by

() = {| () ⊆ }  (8.4)

Note that when  () ⊆ , the individual knows that event  holds at state . This

is because the event  occurs no matter what possible state 0 ∈  () is. Conversely,

if  () 6⊆ , she does not rule out the possibility that the true state is in  () \ and

the event  does not occur. Therefore,  () is the states of the world at which the

individual knows that event  occurs. One says that the individual knows event  at

state  if  ∈  (). The event  () is often simply denoted by .

The knowledge operator has several properties:

K1  ⊆ ;

K2  ⊆  ⇒  ⊆  ;

K3  ⊆ 

K4 ∼  ⊆  ∼ 

Exercise 8.2 Show that an operator  : 2Ω → 2Ω satisfies the properties K1-K4 when-

ever  is defined by (8.4) from an information function  (with properties I1 and I2).

Here, K1 is implied by  ∈  () and states that if the individual knows  then 

is true (or  occurs). This property is referred to as the Truth Axiom. Philosophically,

this is what distinguishes knowledge from belief; knowledge implies truth, while one may

be wrong no matter how strongly she believes in something. Property K2 is known as

logical omniscience. It states if an event  logically implies an event  (i.e.,  ⊆  ),

then whenever she knows  she also knows  . In other words, she can figure out all

of the logical implications of her information. For example, knowing the basic axioms

of mathematics, she can tell you any digit of the number . Property K3 is known as

the axiom of positive introspection. It states that if an individual knows that event 
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occurs, then she knows that she knows that event  occurs. Property K4 is known as

the axiom of negative introspection. It states that if an individual does not know that

event  occurs, then she knows that she does not know that event  occurs. The axioms

K1-K4 is the defining axiom of the knowledge operator in the partition model.

Definition 8.1 A mapping  : 2Ω → 2Ω is called a knowledge operator if it satisfies

the properties K1-K4.

There are many other useful properties of a knowledge operator, as stated in the

following exercise.

Exercise 8.3 Using the properties K1-K4, prove the following.

1.  ( ∩  ) =  ∩ ;

2.  = ;

3. ∼  =  ∼ ;

4. Ω = Ω;

Property 1 is a useful case of logical omniscience: knowing events  and  is equiv-

alent to knowing  and knowing  . Interestingly, property Ω = Ω states that the

individual knows the state space, or the model. That is, if a feature is true throughout

the state space, then the individual knows it at every state. For example, if we were to

put Ann and Bob in the same model, then Ann would know that Bob knows  because

Bob knows  at every state.

One can represent a knowledge operator–with properties K1-K4–via an information

function or information partition. One can accomplish this by defining

 () =∼  (∼ {})  (8.5)

The following exercise asks you to prove that one can indeed obtain an information

partition in this way.

Exercise 8.4 For any knowledge operator , show that the mapping  defined by (8.5)

satisfies the following properties:
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1.  ∈  () ;

2. 0 ∈  ()⇒  () =  (0) ;

3. 0 6∈  ()⇒  () ∩  (0) = ∅.

Example 8.3 In the ongoing example, consider the event

1 = {( ) | ≥ 1}

that the price of bread is at least one dollar. In Figure 8.2, this is the shaded rectangular

area. Observe that Ann would know that the price of bread is at least 1 dollar if her

signal is at least 2:

1 = {( ) | +  ≥ 2} ≡ 2

where  is the knowledge operator for Ann, which is derived from information function

. This is the second shaded area contained in 1 in Figure 8.2. This event is obtained

by combining all of her information sets that are contained in 1. Observe that in the

triangular area on the left-bottom corner of event 1, Ann does not know that the price

is at least zero although it is indeed the case. On the other hand, knowing the price of a

bread, Bob would know that the price of a bread is at least one dollar if and only if it is

indeed at least one dollar:

1 = {( ) | ≥ 1} = 1

where  is the knowledge operator for Ann, which is derived from information function

.This can be viewed vividly in Figure 8.2: he has no information set that spans both

1 and ∼ 1, so that an information set is either in or out.

The above formulations of knowledge are quite standard: knowledge function is the

standard formulation of information in economic applications, while information sets

(and associated information function and information partition) are the standard devices

for modeling players’ information in Game Theory. On the other hand, although they

are less common in Economics and Game Theory, knowledge operators are the standard

formulation of knowledge in Epistemology, and they are easily translated to plain English

by substituting "one knows" for , "if" for subset, "and" for intersection and "or" for
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Figure 8.2: The events that the price of bread is at least 1 dollar (shaded rectangular

area) and that Ann knows this (the second shaded area inside above rectangle)

union. For example, one can translate  ( ∩  ) ⊆  () ∩ ( ) as "if one knows 
and  , then she knows  and she knows ".

I will next present two more representations of knowledge. These representations

are not as standard or as natural as the previous representations. Nonetheless, they are

quite useful in analyses, especially the analyses of multi-person information structures.

8.1.5 Knowledge Field

Given a partition I ∈ Π, define

K = {∪∈Ω0 () |Ω0 ⊆ Ω}

as the set of events that can be written as a disjoint union of information sets (or the cells

in the partition). The set K is called the knowledge field. A knowledge field represents
the set of events that the individual knows whenever the event occurs. Indeed, one can

easily check that

1.  ∈ K ⇐⇒  =  for some event  ;

2.  ∈ K ⇐⇒  = .

These statements provide alternative equivalent definitions for a knowledge field. The

first statement states that K is the set of events corresponding to knowing some other
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event. The second statement, which implies the first one, states that K is the set of fixed
points of the knowledge operator. It is the set of knowable events, in that the individual

knows those events whenever they occur. Formally, such events are called self-evident

for the individual considered. A knowledge field has the following properties:

Closure under complement  ∈ K ⇐⇒ ∼  ∈ K

Closure under union for any subset K0 ⊆ K, S∈K0  ∈ K

Closure under intersection for any subset K0 ⊆ K, T∈K0  ∈ K

Self-evidence of state space Ω ∈ K.

It is a straightforward exercise to derive these properties from the definition based

on the information partition. In terms of knowledge operator, the first property follows

from negative introspection and self evidence. By negative introspection, the individual

knows that a self-evident event does not hold whenever it does not hold. Hence, the

complement of a self-evident event is also a self-evident event. The first two statements

imply the last two.

Any subset K of power set with closure under complement and union is called a

knowledge field. One can obtain the other equivalent formulations of knowledge as

follows. One can obtain the knowledge operator  from a knowledge field K by setting
 as the largest event  ∈ K with  ⊆ . One can also obtain the information

function  from K by setting  () = T
∈∈K.

8.1.6 Information Graph

Define the information graph  with the set of nodes Ω by

0 = 1 ⇐⇒ 0 ∈  () 

That is, the states  and 0 are linked if they belong to the same information set. Hence,

the information sets correspond to the components of the information graph (i.e., the

maximally connected subgraphs). Note that the property I2 of information function

implies that the graph  is undirected.

In our ongoing example, the information graphs are plotted in Figure 8.3. Observe

that each graph consists of completely connected components. That is, if there is a path
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Figure 8.3: The information graphs for Ann (left) and Bob (right) in our ongoing example

0 1      with +1 = 1 between any two states 0 and , then there is a

direct link between 0 and : 0 = 1. Moreover, each state is connected to itself,

i.e.,  = 1. These two properties hold more generally for any information graph

that is derived from an information function as above. Any undirected graph with these

properties is called information graph. Given any information graph , one can define

an information function  by 0 ∈  () ⇐⇒ 0 = 1.

Note that the above formulations of knowledge (i.e., knowledge function, information

function, information partition, knowledge operator, knowledge field, and information

graph) are equivalent, in that one can start from any of these formulations and derive

the other formulations using the relevant formulas in the text above, and the properties

described above will be satisfies so long as the original formulation satisfies the properties

for that formulation.

8.1.7 Beliefs and Certainty

Throughout the course, I will assume that each player has a belief about the events that

she is uncertain about. These beliefs are represented by the belief function  that maps

each state  to a probability distribution

 ∈ ∆ ( ())
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on the information set  (), where ∆ () denotes the set of probability distributions

on . The belief  is extended to entire state space as usual by setting

 () =  ( ∩  ())

for every event . Here,  ∈ ∆ ( ()) incorporates the assumption that the individual’s

beliefs respect her information; she does not believe in things that she knows to be false.

It is also assumed that she knows her beliefs. That is,

0 ∈  ()⇒ 0 = 

The individual is said to be certain about event  at state  if she assigns probability

1 on event  at state . That is,  () = 1. The certainty operator  on events  is

defined by

 () = {| () = 1} 

This is the event that the individual assigns probability 1 on event .

Observe that the individual may be certain that the true state is not the case, i.e.,

 (∼ {}) = 1

In that case, she is called delusional. Indeed, this case arises if and only if the individual

assigns zero probability on some state in her information set. In particular, if  (
0) = 0

for some 0 ∈  (), then she will be delusional at state 0:

0 (∼ {0}) =  (∼ {0}) = 1

Accordingly, the individual is said to be non-delusional if her belief has full support on

all information sets:  (
0)  0 for all  0 with 0 ∈  ().

This is the main difference between knowledge and certainty: if one knows something,

then it is true (the Truth Axiom), but one may be certain about things that are false.

The next exercise asks you to check that certainty exhibits all the other properties of

knowledge.

Exercise 8.5 Show that the operator  satisfies the following properties:

C1  ⊆ 
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C2  ⊆  ⇒  ⊆  ;

C3  =  ⊆ 

C4 ∼  =  ∼  ⊆  ∼ 

The first property above states that knowledge implies certainty: if one knows some-

thing, the she will be certain of it. When an individual is delusional the truth axiom

K1 does not hold, and we may have  * . The properties C2-C4 are versions of

the knowledge axioms K2-K4 for certainty, taking into account that K1 does not hold.

Property C2 is the logical omniscience axiom K2 for the operator , stating that if one

is certain of an event, then she will be certain of all its implications. Property C3 is has

two parts. First part states that if one is certain of an event, then she will know that

she is certain, as one knows her own beliefs. The second part, which is implied by C1

and the first part, is positive introspection for the operator : if one is certain of some-

thing, then she will be certain of the fact that she is certain. We do not have equality

because K1 does not hold for certainty. Likewise, C4 establishes negative introspection

for certainty in two parts: if one is not certain of an event, then she will know that she

is not certain, and she will be certain of the fact that she is not certain.

As in the case of certainty, other weaker forms of knowledge are obtained by dropping

or weakening some of the knowledge axioms K1-K4.

8.2 Informativeness and Lattice of Information Par-

titions

This section defines a partial order on information partition according to their informa-

tiveness. Observing that the set of information partitions forms a complete lattice under

this order, it computes the join and meet operators for the lattice. These operators are

highly important for interactive epistemology as they define distributed and common

knowledge in any interactive epistemic model.

Definition 8.2 For any information partitions I and I 0 with information functions 
and  0, the information partition I is said to be finer than I 0, written as I ≥ I 0 if

 0 () =
[

0∈0()
 (0)
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for all . The information partition I 0 is said to be coarser than I if I ≥ I 0.

That is, the cells in I 0 can be written as disjoint unions of the cells in I. This is the
case when information partition I has more information than I 0, in that one obtains I
from I 0 by breaking some of the information sets into smaller sets. Consequently, an
individual with information partition I knows more than an individual with information
partition I 0, as the next result formalizes.

Proposition 8.1 Let I be an information partition associated with information func-
tion , knowledge operator , and knowledge field K. Let also I 0 be an information
partition associated with information function  0, knowledge operator  0, and knowledge

field K0. Then, the following are equivalent:

1. I ≥ I 0

2.  () ⊆  0 () for all  ∈ Ω.

3.  0 ⊆  for all events .

4. K0 ⊆ K.

Exercise 8.6 Prove Proposition 8.1. Translating the statements 2-4 to plain English,

briefly discuss the equivalence. Finally, suppose Alex observes the value of a knowledge

function 1, while Beatrice observes the value of the knowledge function 1 and the value

of another knowledge function 2. Show that Beatrice knows more than Alex in the sense

of Proposition 8.1.

One can show that, for any fixed state space Ω, the set of all information partitions

forms a lattice with join operator ∨ and meet operator ∧, defined as follows.
For any two information partitions I and I 0, their join I ∨ I 0 is defined as the coarsest

information structure that is finer than both I and I 0. That is,

1. I ∨ I 0 ≥ I and I ∨ I 0 ≥ I 0, and

2. if I 00 ≥ I and I 00 ≥ I 0, then I 00 ≥ I ∨ I 0.



8.2. INFORMATIVENESS AND LATTICE OF INFORMATION PARTITIONS 245

Here, the first condition states that I ∨ I 0 is more informative than both I and I 0.
The second condition states that it is least informative information partition with that

property. Hence, the join I ∨ I 0 is obtained by combining the information distributed
among the information structures I and I 0 and nothing more. Indeed, the join I ∨ I 0
can be defined through the information function

( ∨  0) () =  () ∩  0 () 

obtained by combining the information contained in information functions  and  0.

Observe that if an individual observed the value of the two functions  and  0 (as her

knowledge function), her information function would be  ∨  0. In this sense, I ∨ I 0
formally represents the distributed information among I and I 0.

Example 8.4 In our ongoing example, the join I∨I of information partitions of Ann
and Bob is the full information partition:

I∨I = {{} | ∈ Ω} 

Indeed, for any  = ( ), the intersection of the information sets  () = {(0 0) | +  = 0 + 0}
and  () = {} × {−1 0 1} is {}. Using Bob’s information, one obtains the price,
and combining this with Ann’s information, one finds the noise in Ann’s observation.

Now, we turn to meet operator ∧. The meet operator for information partitions is
essential for Game Theory. For any two information partitions I and I 0, their meet
I ∧ I 0 is defined as the coarsest information structure that is finer than both I and I 0,
and it is often called the common coarsening of I and I 0. That is,

1. I ≥ I ∧ I 0 and I 0 ≥ I ∧ I 0, and

2. if I ≥ I 00 and I 0 ≥ I 00, then I ∧ I 0 ≥ I 00.

The first condition states that both I and I 0 are more informative than I ∧ I 0. That
is, the information contained in I ∧ I 0 is also contained in both I and I 0. Thus, I ∧ I 0
contains only the knowledge that is common to both information partitions. The second

condition states that it is the most informative information partition with that property.

Hence, I ∧ I 0 represents the knowledge that is common in both I and I 0. Indeed, the
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information partition I ∧ I 0 will formally represent the common knowledge with respect
to I and I 0.
The conditions 1 and 2 that define ∧ take a useful form in terms of information

functions; it immediately follows from the definition of ≥ and the above properties.

Proposition 8.2 Let ∧ 0 be the information function associated with I ∧ I 0. Then,
for each  ∈ Ω, (∧ 0) () is the smallest set ̃ (in the sense of set inclusion) with

 ∈ ̃ =
[
0∈̃

 (0) =
[
0∈̃

 0 (0) 

That is the information sets under the common coarsening can be written as disjoint

union of information sets for each information sets, and they are the smallest sets that

can be written that way.

Unfortunately, computation of the common coarsening is not as straightforward as

taking intersection or union of information sets. The next result provides an algorithm

to compute common coarsening.

Proposition 8.3 Let ∧ 0 be the information function associated with I ∧ I 0. For any
 0 ∈ Ω, 0 ∈ (∧ 0) () if and only if there exists a sequence 0 = , 1,. . . , = 0

such that +1 ∈  () ∪  0 () for each  = 0     − 1.

The proposition gives an algorithm to compute the information set (∧ 0) () under
common coarsening for each : take all 0 that is not ruled out at  by either of the

information partitions  and  0. This is the set 1 =  ()∪ 0 (). Then, for each 0 ∈ 1,

pick all the states 00 that is not ruled out at 0 by either of the information partitions

 and  0. This is the set 2 =
S

0∈1  (
0)∪  0 (0). Continuing in this fashion construct

an increasing sequence of sets ,  ≥ 0, by setting  =
S

0∈−1  (
0)∪  0 (0). The set

(∧ 0) () is the limit S∞
=0 .

Example 8.5 Consider  = (0−1) in our ongoing example; this is the state at the
bottom left corner in Figure 8.1. Observe that  () = {} while  () = {0} ×
{−1 0 2}. Hence, the set

1 =  () ∪  () = {0} × {−1 0 1}
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is contained in (∧) (). Then, the set

2 =
[
0∈1

 (
0) ∪  (0) = 1 ∪

[
0∈1

 (
0) = {( ) | +  ≤ 1}

is contained in (∧) (). This is the largest triangle at the lower corner of the state
space. Next one obtains the rectangular event

3 = 2 ∪
[
0∈2

 (
0) = {0 1 2} × {−1 0 1} 

Continuing in this fashion one obtains a larger rectangle in every two rounds by including

two more values of the price. Thus,

(∧) () =
[


{0 1     2} × {−1 0 1} = Ω

The common coarsening of Ann and Bob’s information partitions is the trivial partition

I∧I = {Ω} 

void of any information beyond the state space.

As it turns out, the set of all information partitions is a complete lattice, in which

every family of information partitions have greatest lower bound and the least upper

bound. This is formally stated next.

Theorem 8.1 For any state space Ω, the set of all information partitions of Ω is a

complete lattice under the order ≥. Every family I,  ∈ , of information partitions

associated with information functions  and knowledge fields K has the least upper

bound
W

∈ I and the greatest lower bound
V

∈ I (called the common coarsening of
the family I,  ∈ ) where

1.
W

∈ I is associated with information function
W

∈  withÃ_
∈



!
() =

\
∈

 ()

2.
V

∈ I is associated with the knowledge field\
∈

K
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Proof. It suffices to show the Properties 1 and 2 in the proposition for an arbitrary

family of information partitions. Take any family as in the statement of the theorem.

Proof of Property 1: First observe that
W

∈  is indeed an information function,

i.e., it satisfies the properties I1 and I2 (by the virtue of each  satisfying these prop-

erties). Observe also that, for each ̂ ∈ ,Ã_
∈



!
() =

\
∈

 () ⊆ ̂ () 

showing by Proposition 8.1 that
W

∈ I ≥ Î, i.e.,
W

∈ I is an upper bound.
Moreover, take any upper bound I∗ associated with information function ∗, where

∗ () ⊆  () for each  and  (by Proposition 8.1). Then, for each ,

∗ () ⊆
\
∈

 () =

Ã_
∈



!
() 

showing that I∗ ≥ W
∈ I.

Proof of Property 2: First observe that
T

∈K is indeed a knowledge field, i.e.,

it is closed under negation and arbitrary unions (by virtue of the fact that each K is

closed under these operations). Let
V

∈ I be the information partition associated
with

T
∈K. To show that

V
∈ I is a lower bound, take any ̂ ∈ . Observe that\

∈
K ⊆ K̂

Hence, by Proposition 8.1, Î ≥
V

∈ I. Moreover, it is the finest such lower bound.
Indeed, take lower bound I∗ associated with knowledge field K∗, where I ≥ I∗ for each
. Then, by Proposition 8.1, K∗ ⊆ K for each . Hence,

K∗ ⊆
\
∈

K

showing that
V

∈ I ≥ I∗.
Theorem 8.1 provides a characterization of the common coarsening

V
∈ I of an

arbitrary family of information partitions. It shows that it is the information partition

that corresponds to the intersection of all knowledge fields in the family. That is, it

corresponds to the set of events that are knowable under every information partition. In

that sense, it is the information partition that captures the information that is common
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to all information partitions in the family. Unfortunately, this does not necessarily tell

us how to compute the common coarsening directly from information partitions. The

next result shows that one can do that as in the computation of meet when the family

is finite.

Proposition 8.4 Consider any family I1     I of information partitions, associated
with information functions 1     . Let

V

=1  be the information partition associated

with
V

=1 I. For any  0 ∈ Ω, 0 ∈ (V

=1 ) () if and only if there exists a sequence

0 = , 1,. . . , = 0 such that +1 ∈ 1 ()∪ · · ·∪ () for each  = 0     −1.

8.3 Interactive Epistemology

This section builds on the single-person knowledge model to develop epistemology for

multiple players who interact with each other. It presents several formulations of com-

mon knowledge as well as some other basic notions.

8.3.1 Epistemic Models

When multiple players interact with each other, one needs to specify not only players’

information and beliefs about the underlying fundamentals but also their beliefs and

information about each other. This is accomplished as follows.

Definition 8.3 Amodel (or interchangeably an information structure) is a tuple (Ω  )

consisting of

• a set of players  = {1 2     };

• a state space Ω;

• a collection of information functions  for each player ;

• a collection of  ∈ ∆(()) beliefs over possible states in () for each player

, such that

0 ∈  ()⇒ 0 = 
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Amulti-person model extends a single-person model by simply describing information

function  and state-dependent belief  of each player . Observe that the belief 

is constant over (), so that player  knows her belief at state . For each player ,

her information partition I, her knowledge operator , her knowledge field K, and

her information graph  are derived from her information function as in the previous

section.

Although a state of the world is an abstract object, the mappings  and  give

meaning about the players’ knowledge and beliefs. As such, a state also describes players’

knowledge and beliefs about the states, their knowledge and beliefs about the other

players’ knowledge and beliefs an so on. When the states also describe some underlying

fundamentals, they will also describe each player’s beliefs and knowledge about these

fundamentals, each player’s beliefs and knowledge about the other players’ beliefs and

knowledge about the fundamentals, and so on, as illustrated in our ongoing example

below. Recall that only one of these states is the true state of the world. The other

states and the rest of the model are introduced as hypothetical constructs to the players’

beliefs and knowledge at the true state.

Example 8.6 When Ann and Bob interact, the situation described in our ongoing ex-

ample can be modeled as follows. The set of players is  = {1 2}, where Player 1 is
Ann and Player 2 is Bob. The state space is Ω = N × {−1 0 1}, where each sate 

is a pair ( ) of a price for a bread and a noise level in Ann’s observation. At each

 = ( ), the information functions are given by

1 ( ) = {(0 0) |0 + 0 =  + }
2 ( ) = {} × {−1 0 1} 

The information functions 1 and 2 yield information partitions I1 and I2, respectively.
The information partitions are plotted in Figure . The beliefs of the players were not

specified previously. For the sake of completeness, assume that  is the uniform dis-

tribution on  () for each  and .

In this example, one can deduce a hierarchy of knowledge and belief of players at

each states as follows. At any state  = ( ) with 1 ≡  +  ≥ 1, Ann does not

know the price of bread; she knows that the price of bread is either 1 − 1, or 1, or
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Figure 8.4: The information partitions for Ann and Bob in Example 8.6.

1 + 1; she assigns probability 1/3 on each case. When 1 ≡  +  = 0, she knows that

the price of bread is either 0 or 1, and she assigns probability 1/2 on each case. When

1 ≡ + = −1, she knows that the price of bread is 0. On the other hand, at each state
 = ( ), Bob does know that the price of bread is , but he does not know what Ann

thinks. He knows that there are three possibilities: 1 =  − 1, 1 = , and 1 =  + 1.

He assigns probability 1/3 on each case, and knows that in each of these cases will be

determined by 1 as above.

This leads to a hierarchy of knowledge and beliefs at any state as follows. Take

 = (1 0), so that the price of bread is 1 and Ann happens to observe without noise

(although she does not know it). Ann knows that the price of bread is either 0 or 1 or

2, and she believes that each has probability 1/3. Bob knows that the price of bread is

1. The above knowledge and beliefs are called the first-order knowledge and first-order

belief, respectively. Ann knows that in each of the three cases above, Bob knows the

price of bread, assigning probability 1/3 on each case: Bob knows that the price of bread

is 0; Bob knows that the price of bread is 1; and Bob knows that the price of bread is 0.

Bob does not know Ann’s belief/information. He also think that there are three possible

cases, each with probability 1/3: (1 = 0) Ann assigns equal probabilities on prices 0

and 1; (1 = 1) Ann assigns equal probabilities on prices 0, 1, and 2; and (1 = 2) Ann

assigns equal probabilities on prices 1, 2 and 3. He also knows that Alice will know that
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Bob knows the price of bread in each case. These describe the second-order knowledge

and beliefs. In principle, one can describe the third-, the fourth-, . . . order knowledge

and belief iteratively in this manner. (Note that it gets exponentially complex as one

consider higher orders.)

Note that in the above hierarchy of knowledge and beliefs, something will always be

true. For example, Bob will know the price, Ann will know that Bob knows the price

(although she does not necessarily know what that price is), Bob will know that Ann

knows that Bob knows the price etc. These are the features that are true at every state

of the world in this example. Such features will be common knowledge.

8.3.2 Mutual Knowledge

We now turn to the concept of mutual knowledge, which corresponds to the statement

"everybody knows". As in the example above, we will also define higher-order mutual

knowledge.

Fix any model = (Ω  ). Recall that an event  is any subset of Ω. On these

events, define the operator  by

 = ∩∈

This is the event that everybody in group  knows that event  holds. Mutual knowl-

edge differs from knowledge. The next example asks you to check how the mutual

knowledge differs from knowledge in various formulations of knowlegde.

Exercise 8.7 Check which properties K1-K4 of knowledge operator is satisfied by the

mutual knowledge operator  . Determine the "mutual knowledge information set"

 () that corresponds to the mutual knowledge operator  , in that

 ∈  () ⇐⇒  () ⊆ .

Which of the properties I1 and I2 are satisfied by ? Can one have an information

partition representation of mutual knowledge? Briefly discuss your results.

Now, for any order  = 0 1 2   , define operator 
 by 0

 =  and


 = 

¡
−1

 
¢
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for  ≥ 1. The operator 
 is called th-order mutual knowledge. It corresponds

to the event that everybody in group  knows everybody in group  knows   that

event  holds, where one repeats everybody in group  knows  times. (One can

define mutual knowledge within a subset of players for any subset  0 of players using

the operator  0 = ∩∈ 0.)

Example 8.7 In our ongoing Example 8.6, consider the event

1 = {( ) :  ≥ 1}

that the price of bread is at least one dollar. Since Bob knows the price of bread, he

knows this whenever it is true:

21 = 1

Ann does not know the price, but she will know that the price is at least 1 if and only if

her signal is at least 2:;

11 = {( ) | +  ≥ 2} ≡ 2

This is the largest knowable event contained in 1 for Ann; it is the union of all her

information sets that are contained in 1. The events 1 and 1 are plotted in Figure

8.2. Everybody knows that the price is at least 1 if the state is in

 (1) = 11 ∩21 = 2

Thus, the (first-order) mutual knowledge of 1 corresponds to the event

1
 (1) =  (1) = 2

There will be some event (in the lower triangle in the left bottom corner of 1) in which

the price will be at least one but this fact is not mutual knowledge.

To compute the second-order mutual knowledge, observe that Ann knows whether they

have first-order mutual knowledge:

1
1
1 = 12 = 2

This is because 1
1 is the event that she knows that the price is at least 1. Bob does

not necessarily know whether they have first-order mutual knowledge. For this he must

know that  +  ≥ 2, and this is the case if and only if  ≥ 3. Hence,

2
1
1 = 22 = {( ) :  ≥ 3} ≡ 3
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Intuitively, in Figure 8.2, the largest rectangle that fits in the event 1 is 3. There is

second-order mutual knowledge of that the price is at least 1 if and only if the state is in

2
1 = 2 ∩3 = 3

That is, the price of bread is at least 3. Following in this way, for any   2, one can

compute that


 (1) = {( ) | +  ≥ + 1} ≡ +1 (if  is odd)


 (1) = {( ) | ≥ + 1} ≡ +1 (if  is even) 

In particular, for any even , there is th-order mutual knowledge of the fact that the

price is at least 1 if and only if the price is at least + 1. For any odd price , if the

price is , there will be (− 1)th-order mutual knowledge of the fact that the price is
not zero, but there will not be th-order mutual knowledge of this fact.

Exercise 8.8 For each ≥ 1, determine the "th-order mutual knowledge information
set"  () that corresponds to the th-order mutual knowledge operator  , in that

 ∈ 
 () ⇐⇒  () ⊆ .

Which of the properties I1 and I2 are satisfied by ? Can one have an information

partition representation of mutual knowledge? Briefly discuss your results.

Exercise 8.9 In Exercise 8.6, for state  = (0 0), construct the sets  () for  ≥ 1.

For economic modeling it turns out that what is important are the states in which

there remains mutual knowledge at all orders. This is called common knowledge. The

above example illustrates that one cannot have common knowledge of price being in a

given non-trivial interval regardless of how large the interval is and how far the bound-

aries of the interval are from the true state. One can only have the common knowledge

of the trivial fact that the price is non-negative. In any given model some facts will

remain mutual knowledge at any order. In this example, as it is often the case, these

are the features of the model that are true at all states, such as the fact that Bob knows

the price and the fact that Ann’s beliefs will be determined by 1 =  +  as described

above. The next section formally introduces common knowledge.
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8.3.3 Common Knowledge

In essence, informally, common knowledge events are the features of a model that are true

throughout the model (or a "submodel" where a state lies). There are several equivalent

formal definitions of common knowledge. This section introduces these definitions.

First, one can define common knowledge as the limit of mutual knowledge for arbi-

trarily high orders. In particular, common knowledge operator  is defined on events

by setting

 () =

∞\
=0


 () 

That is, event  is common knowledge at a state  if and only if there is th-order

mutual knowledge of  at  for each order . As it is hinted in the previous section,

there cannot be common knowledge of any non-trivial event in our ongoing example.

Example 8.8 In Example 8.7, consider the event 1 that the price of bread is at least

one. As shown in that example for any even ,


 (1) = {( ) | ≥ + 1} ≡ +1

Then, since the sets 
 (1) are decreasing, the common knowledge of 1 can be written

as the intersection of the sets 
 (1) for even numbers :

 (1) =

∞\
=0

2
 (1) =

∞\
=0

2+1 = ∅

That is, there is no state at which it is common knowledge that the price is not zero.

In this example, one can show that there is no non-trivial event that is common

knowledge at any state. The next exercise asks you to prove it (this will be obvious by

the analysis later, but I ask you to prove it by brut force.)

Exercise 8.10 In Example 8.6, show that, for any  6= Ω,

 = ∅

Show also that

Ω = Ω
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The following theorem states several properties of common knowledge which in par-

ticular it verifies that  is a particular knowledge operator (i.e. it satisfies properties

1, 2, and 3 below).

Theorem 8.2 The common knowledge operator  is a knowledge operator, i.e., it

satisfies the following properties:

1.  ⊆ ;

2.  ⊆  =⇒  ⊆  ;

3.  = ;

4. ∼  =  ∼ .

That is, if one used the information that is common knowledge in a society as what

is known by that society, it would look like a knowledge operator for a unitary agent.

In particular, it would satisfy the truth axiom; the unitary agent would have logical

omniscience, positive introspection and negative introspection. The latter two properties

are important. They state that there cannot be ambiguity or private information about

whether something is common knowledge. It will be common knowledge whether it is

common knowledge or not. This result has many interesting corollaries. I will present

two of them next.

Corollary 8.1 Ω = Ω

That is the state is always common knowledge. That is, the features that are true

throughout the model are common knowledge. There is a sense in which the converse is

also true. If  is non-empty for a proper subset of , one could define a "submodel"

by considering  as the state space, and the submodel can be analyzed in isolation.

The second corollary is highly important and useful:

Corollary 8.2 For each  ∈  and event ,  = .

This of course immediately follows from Property 3 in Theorem 8.2; it is often used

as a lemma to prove the theorem. It states that if common knowledge of an event is a

self-evident event for every player. If something is common knowledge, it wouldn’t be
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news for any player that it is common knowledge. The events identified in this corollary

are highly important, and I will use this corollary to obtain alternative, useful definitions

for common knowledge next. (While the inductive definition of common knowledge is

intuitive, in many situations it is hard to work with.)

8.3.4 Public Events

Corollary 8.2 identifies an important property of common knowledge events: everybody

knows that the event holds whenever it indeed holds. Such events are self-evident for

everybody. Such events are called public, and they play a central role in interactive

epistemology. In this section, I will provide a definition of common knowledge based on

the concept of common knowledge.

Definition 8.4 An event  is said to be public if

 =  (for all  ∈ )

Observe that a public event is common knowledge whenever it occurs. Indeed, for

any public event , since  =  for all  ∈  ,  = ∩∈ = . Hence, using

mathematical induction on , one can easily show that


 () = 

for all . Therefore,

 () = 

One can view this as a justification for the term public. Corollary 8.2 shows that the

converse is also true:  is public event for any . The following theorem gives an

alternative definition of common knowledge.

Theorem 8.3 (1) An event  is a public event if and only if  () = . (2) For

any event , the set  is the largest public event  (in the sense of set inclusion)

such that  ⊆ .

The above result shows that computing common knowledge operator boils down

to finding public events. Formally, it establishes that the set of public events is the

knowledge field for common knowledge operator . I will next present a way to

compute the set of public events, based on knowledge fields.
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8.3.5 Knowledge Field for Common Knowledge Operator

Since the common knowledge operator  is a knowledge operator, it is associated

with a knowledge field–as well as an information partition and information graph.

Building on Theorem 8.3, I will show that the knowledge field for the common knowledge

operator is simply the intersections of the individual knowledge fields, as that intersection

consists of all public events.

Recall that a definition of knowledge field K for a player  is that it is the set of all

self-evident events for player :

K = {| = } 

On the other hand, a public event is defined as an event that is self-evident for every

player :

 =  (for all  ∈ )

Therefore, an event  is public if and only if it is in the intersection of all individual

knowledge fields, i.e.,

 ∈ ∩=1K

But Theorem 8.3 has established that the set of public events is the knowledge field

for the common knowledge operator. Therefore, the knowledge field for the common

knowledge operator is the intersection of the players’ knowledge fields.

Theorem 8.4 The set of all public events is

K = ∩=1K

where K is the knowledge field of player . Moreover, the common knowledge operator

is the knowledge operator associated with knowledge field K.

Theorem 8.2 has established that the common knowledge operator is a knowledge

operator. Theorem 8.4 establishes that the knowledge field associated by the common

knowledge operator is the intersection of the individual knowledge fields. Intuitively,

knowledge field of a player defines her knowledge as it is the set of events that are

knowable by that player. The intersection of these fields defines knowledge that is

common to all these players, as the set of events knowable by every player. In models



8.3. INTERACTIVE EPISTEMOLOGY 259

with simple structure, one can be able to compute that intersection easily, leading to a

useful method when the knowledge fields are easily accessible. The next exercise asks

you to do that.

Exercise 8.11 In Example 8.6, show that K1∩K2 = {Ω∅}. Conclude that  = ∅

whenever  6= Ω.

8.3.6 Information Partition for Common Knowledge

One can also use Theorem 8.4 to compute the information partition I associated with
common knowledge operator. After all, by Theorem 8.4, I is the information parti-
tion associated with the common knowledge field K = ∩=1K. Using the results in

Section 8.2, I will next present direct computation of I and the associated information
function  .

Theorem 8.4 establishes that I is the information partition associated with the

common knowledge field K = ∩=1K. Theorem 8.1 in Section 8.2 further establishes

that the information partition associated with K = ∩=1K is the common coarsening

of the information partitions I1, . . . , I. That is, I is the finest information partition
that is coarser than each information partition I. In other words, each I contains more
information than I, and I contains all the knowledge common in all information
partitions. In that sense, I represents the common knowledge in the model. The

key properties of I and associated information function  is listed next (these are

already obtained in Section 8.2).

Theorem 8.5 The common knowledge operator  is associated with the common

knowledge information partition I and common knowledge information partition ,
which satisfy the following properties.

1. I is the common coarsening of the information partitions I1, . . . , I, so that
I ≥ I for each , in that the cells in I are disjoint unions of the cells in I,
and it is the finest such partition.

2. For each  ∈ Ω,  () is the smallest set ̃ (in the sense of set inclusion) such

that

 ∈ ̃ =
[
0∈̃

 (
0) (∀ ∈ )
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Figure 8.5: An Epistemic model with non-trivial common knowledge operator

3. For each  0 ∈ Ω, 0 ∈  () if and only if there exists a sequence 0      ∈
Ω such that 0 =   = 0, and

+1 = 1 () ∪ · · · ∪  () (∀ = 0   − 1)

The first two properties state the fundamental–and highly useful–fact about the

common knowledge: the information sets under common knowledge can be written as

the disjoint union of the information sets of each individual player:

 () =
[

0∈()
 (

0) 

Moreover, this is the smallest set that can be decomposed into each player’s information

partitions (and contains the true state). The last property provides an algorithm to

compute this set, Set 0 = {}, and for each   0, define iteratively

 =
[

0∈−1
1 (

0) ∪ · · · ∪  (0) 

The common knowledge information set is the limit

 () =

∞[
=0
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Example 8.9 Consider the epistemic model depicted in Figure 8.5, where the purple

horizontal information sets belong to Player 1, and the green vertical information sets

belong to Player 2. First consider the state . Observe that

1 () = 2 () = {} 

Since the set {} can be written as (trivial) disjoint unions of the information sets of
each player, we have

 () = {} 
The event {} is a public event, and it becomes common knowledge whenever the state
of the world is . Next consider the state  = . The set 1 in the above algorithm

is the L-shaped shaded event on the right panel of Figure 8.6. This is simply the union

of the information sets at  = . In the second round, we included the information sets

that intersect this event. We include the square in the lower-left corner for Player 1

and the first three rectangular vertical information sets for Player 2. The resulting set,

2, is the rectangular shaded area in the middle panel. Finally, in the third round, we

include the square in the lower-right corner for Player 1, obtaining the L-shaped shaded

set on right panel, which is 3. Observe that 3 can be written as a disjoint union of

information sets of each player. Consequently, the process of inclusion stops there, and

 () = 3

This gives the information partition on the right panel as the common knowledge infor-

mation partition, I, for this model.

8.3.7 Information Graph for Common Knowledge

In finite models, the graph  associated with common knowledge operator is quite

useful visually determining the common knowledge information partition, and it can be

easily computed as follows. Consider the information graphs 1      associated with

the information functions 1     . Define

̃ = max {1     } 

so that ̃0 = 1 if and only if 0 = 1 for some . Note that 0 = 1 if and

only if  cannot rule out 0 at . By Theorem 8.5, 0 ∈  () if and only if there is a
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Figure 8.6: Computing common knowledge information partition in Figure 8.5.

Figure 8.7: Information graphs for the model in Figure 8.5.

path that connects  to 0 in  . The graph ̃ is not an information graph in that

there some connected states may not have direct link. The information graph  for

the common knowledge is defined as the sparsest information graph larger than ̃ :

0 = 1 if and only if there exists a path that connects  to 
0 in ̃ .

This result is quite useful in visually determining common knowledge event. Plot

the information graphs of all players in one network. The information sets for common

knowledge operator is simply the connected components of the resulting network.

Example 8.10 Information graphs of the model in Figure 8.5 are plotted in Figure 8.7.

In this figure, the purple edges correspond to the graph of Player 1, and the green edges

correspond to the graph of Player 2. To compute the graph ̃, we simply ignore the

colors, and consider the whole thing as one graph. Now, clearly, the graph ̃ has two

components: a singleton component, which corresponds to  () = {}, and the rest
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of the state space, which corresponds to  () = Ω\ {}.

8.4 Common Certainty

Common knowledge is a strong assumption: it essentially reflects the features of the

model that are true throughout the model. An important weakening of common knowl-

edge is obtained by weakening knowledge to certainty. Recall that certainty fails one

important property of knowledge: the Truth Axiom, K1. To account for this failure, in

definition of common certainty, one does not require that event  necessarily hold when

there is common certainty of .

Along the same lines with common knowledge, define the mutual certainty operator

 by

 = ∩∈

This is the event that everybody in group  is certain that event  holds. Now, for any

order  = 2   , define operator 
 by


 = 

¡
−1
 

¢
where 1

 =  . The operator 

 is called th-order mutual certainty. It corresponds

to the event that everybody in group  is certain that everybody in group  is certain

that    that event  holds, where one repeats everybody in group  is certain that 

times.

Common certainty of event is defined as having mutual certainty at all orders. One

says that there is common certainty of event  at state  if  is in the event

 () =

∞\
=1


 () 

Observe that the index starts at  = 1. Hence, there can be common certainty of false

event, i.e., one may have  () " .

Exercise 8.12 Which properties C1-C4 of certainty operator are satisfied by common

certainty ? (Replace  with  when necessary.)
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Chapter 9

Common-Prior Assumption

In real life players often hold different beliefs. Such belief disagreements often have large

impact on strategic outcomes. For example, litigants go through costly litigation process

instead of settling their disputes; countries go to war, and many profitable partnerships

do not come to existence. There are two main causes of such belief disagreements:

1. Informational Differences: the players may have different information.

2. Differing priors: the players may have different priors to start with.

Plausibly, in most situations there is a little both of each differences when there

is a belief disagreement. From a modeling perspective, informational differences are

important when the players attribute the belief differences to their private information,

asking "What do they know that I do not know?" Differing priors are relevant when they

attribute the belief disagreement to imperfections in other players’ models, such as lack of

information on the part of the other players, or other players’ putting too much emphasis

on some factors and putting too little emphasis on some others, according to our player.

For example, in forming their beliefs, the players may draw on certain historical facts

that they deem relevant but they may disagree on the relevance of the historical facts to

the problem at hand. In these situations, players may simply recognize the differences

and move on, or if there is uncertainty about the nature of the disagreement they would

rather ask "What is it that she does not understand?" (Note that this does not mean

that they think that the other players are irrational. They may trust each others’

265
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rationality and intelligence while not agreeing with their priors, which may reflect the

parties cultural background and upbringing.)

Harsanyi (1967) argued that all belief differences should be traced back to informa-

tional differences, ruling out differing priors as a cause of belief disagreements. This view

is known as the Harsanyi Doctrine, and formally corresponds to the Common Prior As-

sumption. This allowed Harsanyi to model games of incomplete information as complete

information games with chance moves, as in a poker game.1 This focus on incomplete in-

formation led to major advances in economic theory, especially in information economics

and mechanism design.

This view has been challenged both empirically and theoretically, and eventually

led to modern game theoretical models that incorporate both incomplete information

and differing priors. The first empirical challenge came in the form of a mathematical

theorem: Agreeing to Disagree Theorem. Aumann (1974) showed that if the players’

beliefs are common knowledge, then they must be identical–and there must be no belief

disagreement. This suggests that the common-prior assumption is violated in many real-

world situations in which the parties disagree and the nature of their disagreement is

known. An application of the idea behind the agreeing to disagree theorem led to

a twin mathematical theorem challenging the common-prior assumption further: No-

Trade Theorem (Milgrom and Stokey 19xx). This theorem establishes that if there were

no incentive to trade, the rational players cannot have an incentive to trade when they

obtain private information. In other words, adverse-selection will only reduce the scope

of trade. Applying this to financial markets, one can conclude that risk sharing is the

only motive for trade under the common prior assumption. The amount of trade that

cannot be explained by risk-sharing must come from violations of the common prior

assumptions. Empirical and experimental literature further showed the existence of

systematic biases in perception of uncertain outcomes, such as optimism, overconfidence

and self-serving biases, biases that can be modeled via differing priors.

This Chapter presents the above theorems. There is also a sense in which the

common-prior assumption per se does not have any significant bite, and the empiri-

cal content of the common-prior assumption comes rather from the common knowledge

1As seen in previous chapters, the common-prior assumption is not needed to define the Bayesian

games, as one can allow differing priors on the type space.
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assumptions. In particular, Lipman (2003) shows that given any belief hierarchy  and

arbitrary , one can find a type  in some type space with common-prior assumption

such that the first  orders of beliefs under  are as described by the hierarchy . Hence,

one cannot rule out the possibility that the common knowledge assumptions rather than

the common-prior assumption per se are violated when there is disagreement or exces-

sive trade. Later in the course, we will present Lipman’s result along with Samet’s

characterization of the common-prior assumption via convergence of the higher-order

expectations.

9.1 Agreeing to Disagree

Imagine two players who use the same decision rule, so that they would make the same

decision if they had the same information. In general, when they have different infor-

mation, they can naturally choose different actions. Can they choose different actions

if their decisions are common knowledge (although they have possibly different infor-

mation)? It turns out that the answer is No if the common decision rule satisfies the

sure-thing principle, the main axiom of the expected utility maximization. Under the

common-prior assumption, the rule that assigns conditional probability of an event under

various pieces of information satisfies the sure-thing principle, and hence the players’ be-

liefs cannot be common knowledge and different at the same time. This section presents

this result formally.

For a set of players  , fix an information structure (Ω ()∈  ( )∈ ∈Ω ) where

Ω is a finite state space,  is an information partition of Ω for each  ∈  , and  is a

probability distribution on () for each  and . Recall that the common-knowledge

partition  is the finest partition of Ω that is weakly coarser than each partition ,

so that

 () =
[

0∈()
 (

0) (9.1)

for each player  and each . A decision rule is a mapping

 : 2Ω\ {∅}→ 

that maps each non-empty subset  of the state space to a decision  () ∈  where 

is a set of decisions. That is, if one’s information set is , then she is to choose decision
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 (). A decision rule is said to satisfy the sure-thing principle if for any disjoint events

 and  ,

 () =  ( ) =  ⇒  ( ∪  ) = 

That is, if one is to choose the same action when she learns  or when she learns 

then she should take the same action if she only learns that  or  occur. This is the

main axiom in Savage’s characterization of the expected utility maximization. For each

player , let

 : Ω→ 

be the decision she makes under the above information structure if she uses a decision

rule , where

 () =  ( ()) 

The next results states that if all players use the same decision rule, then they make the

same decision whenever their decisions are common knowledge.

Theorem 9.1 (Agreement Theorem) Assume that  () =  ( ()) for each  and

 for some decision rule  that satisfies the sure-thing principle. If it is common knowl-

edge that  =  and  = 0 at some  for some   ∈  and  0 ∈  , then  = 0.

Proof. Since it is common knowledge that  =  at ,  (
0) =  for each 0 ∈  (),

i.e.,

 ( (
0)) =  (

0) =  ∀0 ∈  () 

Since  satisfies the sure-thing principle, by (9.1), this implies that

 ( ()) = 

Likewise, since it is common knowledge that  = 0 at ,  ( ()) = 0. Therefore,

 = 0.

A typical "decision rule" is the conditional probability of a given event ∗ under a

prior belief Pr:

∗ () = Pr (∗|) 
By the Bayes’ rule, this decision rule satisfies the sure-thing principle. To see this,

suppose Pr (∗|) = Pr (∗| ) =  for some disjoint events  and  with positive

probabilities. Then,

∗ ( ∪  ) = Pr (∗| ∪  ) = Pr (∗|) Pr (| ∪  ) + Pr (∗| ) Pr ( | ∪  ) = 
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Applying the Agreement Theorem to this example, one obtains the Agreeing to Disagree

Theorem.

Corollary 9.1 (Agreeing to Disagree Theorem) Let (Ω ()∈  ( )∈ ∈Ω ) be

an information structure with a common prior  where  ()  0 for every  ∈ Ω,

and fix some event  and players   ∈  . If it is common knowledge at some  that

 () =  and  () = , then  = .

That is, under the common-prior assumption, if the players’ beliefs are common

knowledge, then their beliefs must be identical, ruling out belief disagreement when the

beliefs are common knowledge. This does not mean however that belief disagreement

cannot be common knowledge, as established by the next example.

Example 9.1 Take Ω = {0 1} with prior probabilities  (0) =  (1) = 12; take 1 =

{Ω} and 2 = {{0 1}}. Consider event  = {0}. Clearly, Pr (|1 ()) = 12 while

Pr (|2 ()) ∈ {0 1} so that it is common knowledge that there is belief disagreement.

I will nex presents stronger versions of Agreeing to Disagree Theorem. The first

generalization is another corollary to the Agreement Theorem. Agreeing to Disagree

Theorem above established that, under the Common-Prior Assumption, the players

cannot agree to disagree about probability of a given event. More generally, the players

cannot agree to disagree on the expectation of a random variable. Before stating this

result formally it is useful to introduce a couple of notation that will be used in the

sequel. For any model (Ω ()∈  ( )∈ ∈Ω ), a random variable  is any function

 : Ω → R for some ; one can use more general spaces as the range as long as

conditional expectations are well-defined.2 For each  ∈  and  ∈ Ω, define  () as

the conditional expectation of  according to player  at , i.e., the expectation of 

under .

Corollary 9.2 (Agreeing to Disagree Theorem for Random Variables) Let (Ω ()∈  ( )∈

be an epistemic model with a common prior  where  ()  0 for every  ∈ Ω, and

fix some random variable  and players   ∈  . If it is common knowledge at some 

that the conditional expectation according to  is  =  and the conditional expectation

according to  is  = , then  = .

2We assume discrete -algebra, so that there is no measurability restriction on random variables.
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Proof. Define the decision rule  by

 () = E [|]

where E [|] denotes the conditional expectation of  with respect to event  under

common prior  . Observe that  satisfies the Sure-Thing Principle, which is known as

the Tower Property or the Law of Iterated Expectation in this context. Defining

 () ≡ E [| ()] =  () 

one concludes from the Agreement Theorem that common knowledge of  =  = 

and  =  =  implies that  = .

Observe that Agreeing to Disagree Theorem for events is a special case of the last

corollary because one can take  as the characteristic function of event ∗.

In real-world applications it is hard to verify common knowledge of each player’s

belief about a random variable. However, in many sitations, some aggragate statistics

of their beliefs may be public information (e.g., in the form of opinion polls or prices).

By taking a giant leap of faith, one may assume that such publicly available aggregate

statistics is common knowledge, and ask if Agreeing to Disagree Theorem applies to

such aggregate statistics. The next result states that this is indeed the case.

Theorem 9.2 Let (Ω ()∈  ( )∈ ∈Ω ) be an epistemic model with a common

prior  where  ( ())  0 for every  ∈  and  ∈ Ω. Let  : Ω → R be a

random variable and  : R → R be a mapping with

 (1     ) = 1 (1) + · · ·+  () (9.2)

for some strictly increasing functions 1     . If 
∗ ∈  ( (1    ) = ), then

1 (
∗) = · · · =  (

∗) = E [| (∗)] 

where  () denotes the expectation of  under  and E [| ] denotes the conditional
expectation of  with respect to  under  .

Proof. We will focus on the set  (
∗) at which it is common knowledge that

 (1    ) = . For each  ∈  (
∗), write 0 () = E [| (∗)]. By def-

inition,

E [ −0| (∗)] = 0
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Multiplying both sides of this equality by , one obtains

0 = E [ ( −0) | (∗)]
= E [ (1    ) ( −0) | (∗)]
=

X
∈

E [ () ( −0) | (∗)]

=
X
∈

E [ () ( −0) | (∗)]

where the second equality is by substitution of  (1 ()       ()) =  at each  ∈
 (

∗), the next equality is by (9.2), and the last equality is by the law of iterated

expectation–as  () = E [| ()] and  () ⊆  (
∗) for each  ∈  (

∗).

Using  (0     0) instead of  in the above derivation, one can also obtain

0 =
X
∈

E [ (0) ( −0) | (∗)] 

Combining the last two displayed equalities, one further obtainsX
∈

E [( ()−  (0)) ( −0) | (∗)] = 0

Now, since  is increasing, ( ( ())−  (0 ())) ( ()−0 ()) ≥ 0 for each  ∈
 (

∗) and  ∈  . Thus, if the last equality were strict for some  and , then the dis-

played sum of expectation would be strictly positive (because  ( () | (∗))  0 by
hypothesis). Therefore, the displayed equation implies ( ( ())−  (0 ())) ( ()−0 ()) =

0 for all  ∈  (
∗) and  ∈  . Since  is strictly increasing, this further implies that

 () = 0 ()

for each  ∈  (
∗) and  ∈  .

Theorem 9.2 generalizes the Agreeing to Disagree Theorem to monotone aggregate

statistics. Amonotone aggregate statistic  is a separable and strictly increasing function

of players’ expectations, such as their weighted averages. The theorem states that if the

value of such an aggregate statistic is common knowledge, then each player’s conditional

expectation is equal to the conditional expectation under that information:

 =  [| ( (1     ) = )]
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on  ( (1    ) = ).

It is tempting to conclude that there will not be any belief disagreement when there

are aggregate statistics in the form of large public opinion polls. This is not warranted.

The aggregate statistics reflects the expectations before the aggregate statistics is re-

vealed, and the players may update their beliefs in response to the aggregate statistics.

Geanokoplos and Polimarchakis (198x) studies such an opinion dynamics, and show that

the beliefs converge eventually.

9.2 No Trade Theorem

A version of the agreement theorem establishes that there will be no information based

trade under the common-prior assumption. There are many versions of this No-Trade

Theorem. This section presents two of them. The first version establishes that risk-

neutral players cannot have a strict incentive to trade in any equilibrium under the

common-prior assumption. The second one implies that if the initial allocation is Pareto-

efficient there will be no Pareto-improving allocation in the interim stage. There will be

only two players for clarity.

It is useful to start with a corollary to Agreement Theorem. Consider two risk neutral

players  ∈  = {1 2}. Consider any epistemic model (Ω   ) with a common prior

 on Ω. A trade (or a bet) is a random variable

 : Ω→ R

with the understanding that Player 2 will pay () to Player 1 at state . Clearly, at the

ex-ante stage–before the players get their private information, there is no individually

rational trade with at least one player has strict preference towards trade. Indeed, if

E []  0, then Player 2 rejects such a trade; Player 1 rejects it if Player 2 wants it (i.e.,

E []  0). One may think that perhaps there may be trade in the interim stage when

players get their information. The next result establishes that there will not be strictly

individually rational trade in the interim stage either.

Corollary 9.3 (No Trade Theorem under Risk Neutrality) Consider any epistemic

model (Ω   ) with a common prior  such that  ( ())  0 for each  ∈  and

 ∈ Ω. Then,

 (1 ≥ 02  0) = ∅
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where  () = E [| ()] denotes the player ’s interim expectation of transfer at .

If ∗ ∈  (1 ≥ 02 ≤ 0), then 1 (
∗) = 2 (

∗) = 0.

Proof. Let  = {buy, sell} be the set of decision, and the decision rule be

 () =

(
buy if E [|] ≥ 0
sell if E [|]  0

where buy and sell mean buying and selling an asset that pays  () at , respectively;

the ties are broken in favor of buy. There is trade if Player 1 buys and Player 2 sells.

Observe that

 (1 ≥ 0 2  0) =  (1 = buy, 2 = sell) 

But under common prior, the decision rule  satisfies the Sure-Thing Principle, and the

Agreement Theorem concludes that the above set must be empty. The second statement

is not strictly a corollary to the agreement theorem, but as in the proof of the Agreement

Theorem, one can show that E [| (∗)] = 0 and therefore 1 () = 2 () = 0 on

 (
∗).

The previous result can be viewed as a No-Trade Theorem for risk neutral players.

It states that it cannot be common knowledge that two risk neutral players are trading

rationally and one of them strictly prefers trade to no trade. This statement is an im-

mediate corollary to the Agreement Theorem because the players’ decisions are common

knowledge and the decisions are not equal; they are diagonally opposite to each other.

9.2.1 Examples

This sub-section presents simple examples to illustrate some of the main insights for

the theoretical results in the remainder of this section. In all of the examples there is a

divisible asset that pays  ∈ {0 1}. The first example illustrates that there is no gain
from trade when the players are risk neutral and have a common prior.

Example 9.2 There are two players: Alice and Bob. Alice owns the asset, and both

players assign probability 1/2 for each value of . Assume that both players are risk-

neutral. If the price of the asset is  = 12, then the players are indifferent towards any

amount of trade, and there is a continuum of Walrasian equilibria, but there is no gain

from trade. At any other price, either both will want to have all of the asset or none of

it, and there will not be any trade.
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When players have private information, it may appear that there is gain from trade,

in that a party may strictly value an asset more than the other does. Nonetheless, under

the common-prior assumption, such belief differences are all attributable to differences

in information, and such trades will not be realized (assuming it remains common knowl-

edge that the players are rational and risk neutral), as illustrated next.

Example 9.3 Now, imagine that Alice privately observes a binary signal  ∈ {0 1} such
that

Pr ( = |) = 34
for each . Upon observing , Alice updates her belief and assigns probability

 () =

(
34 if  = 1

14 if  = 0

on  = 1. Now at a price  ∈ (14 12), Alice strictly prefers to sell the asset, which
improves her expected payoff by  − 14. At that price, without any adverse-selection,
Bob would also want to buy the asset, as that trade would improve his expected payoff

by 12− . However, such gain from trade is illusory. It is due to the belief differences

generated by Alice’s private information. Knowing that Alice has observed  privately,

Bob will not buy the asset at that price. Indeed, Bob knows that Alice would not sell the

asset at price  if she had observed  = 1. He thus knows that if he can buy the asset

at price , then Alice, the sole owner of the asset, is willing to sell it at that price, and

she must have observed  = 0. Taking this information into account, he also lowers his

expect payoff to 14 and rejects the trade.

The above phenomenon is an instance of winners’ curse or buyers’ remors. If Bob did

not think through carefully and bought the asset, then–sooner or later–would learn

that Alice had adverse information and regret that he bought the asset.

When the players are risk averse, the players have an incentive to trade in order to

share the risk–as shown next.

Example 9.4 Suppose now that both players are risk-averse with constant absolute risk

aversion factor   0. There is a unique optimal allocation of risky asset, in which each

player owns half of the asset, while any amount of fixed monetary transfer is consistent

with optimal risk sharing. Since Walrasian equilibrium shares the risk optimally, this
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leads to a unique Wlarasian equilibrium. Indeed, for Alice to demand half of the asset,

the price must be

 () =
1

1 + 1−

2

where  is the probability of  = 1. Since  = 12, the uniqe equilibrium price is

 =
1

1 + 2


and each player demands half of the asset.

Once the player realize the equilibrium trade so that the allocation is Pareto-optimal,

then there cannot be any further trade in equilibrium even if some of the players receive

private information and would like to trade further under their private information–as

illustrated next.

Example 9.5 Now, imagine that Alice privately observes a binary signal  ∈ {0 1}
above. If Alice observes  = 1, she values the asset more and would like to buy some of

her asset back if the price remains  = 1
¡
1 + 2

¢
. If she observed  = 0, she would

like to sell more without a price change. But, of course, Bob would not want to trade

any further even he were naive. Now imagine that, observing  = 1, Alice is willing to

buy back at higher prices and the price goes up a little bit. Then, knowing that Alice

would want to buy back at that price only if she observed  = 1, he would not sell even if

this higher price. Indeed, he would like to buy more, and there would be excess demand.

In a (rational expectations) equilibrium, the price goes up if Alice observes  = 1 and

goes down if  = 0, and the equilibrium price fully reveals Alice’s information. The

equilibrium price is

 =  ( ()) =
1

1 +
1−()
()

2
=

⎧⎨⎩ 1

1+1
3
2

if  = 1

1

1+32
if  = 0

At the equilibrium price, each player demands half of the asset, and there is no trade

from the ex-ante equilibrium allocation.

Of course, when the players have heterogenous priors, they have an incentive to trade

in order to bet against each other. The next example illustrates that risk-neutral players

would like to have infinite amount of bets–without any private information.
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Example 9.6 Now introduce Art and Beth. They do not own the asset, but they have

heterogenous priors about the asset’s dividend. In particular, Art assigns  = 23 on

 = 1, while Beth assigns probability  = 13 on  = 1. Consider a future contract on

the value of asset that pays , and it is traded at price . Multiple copies of the contract

can be traded, so that one can demand any amount of contracts, where negative amounts

indicate that one sells the contract. Assume that both players are risk neutral. Then, at

any price  ∈ (13 23), Art’s payoff from buying  units of contract is  ( − ) =

 (23− ), linearly increasing in . Beth’s payoff from selling  units of contract is

 (− ) =  (− 13), again linearly increasing in . Therefore, they can obtain

arbitrarily high payoffs by trading the contracts at that price.

When the belief differences are solely due to heterogenous priors, they create gains

from trade–in the form of bets–as illustrated by above example. Now, seeing that Beth

is willing to sell a contract at price  ∈ (13 23), Art concludes that Beth undervalues
the asset–attributing the belief difference to "Beth’s bias–and keeps his belief as is.

He thus sees this as an opportunity to get rich and buys as many contracts as he can.

However, the scope of speculative trade is limited by both private information and

risk-aversion. The first example, illustrates this for private information.

Example 9.7 Now, imagine that Art privately observes the binary signal  ∈ {0 1}
above, such that Pr ( = |) = 34 for each . Upon observing , Art updates his belief

and assigns probability

 () =

(
67 if  = 1

25 if  = 0

on  = 1. Bet would have assigned probability

 () =

(
35 if  = 1

17 if  = 0

on  = 1 if she observed . If Art observes  = 0, he would not buy any contract at any

price   25. Hence, if Bet sees that Art is willing to trade at a price   25, she

concludes that Art must have observed  = 1, and updates her belief to  () = 35. She

would not sell it unless  ≥ 35. Thus, there is no trade at prices  ∈ (25 35).

The next example illustrates that risk-aversion limits the scope of speculative trade.
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Example 9.8 Suppose that both Art and Beth are risk-averse with constant absolute

risk-aversion   0. At any price , each player  demands

 =
1



∙
ln

µ
1− 



¶
− ln

µ
1− 



¶¸
(9.3)

units of contract, where  is the probability she assigns on  = 1. In equilibrium, the

markets clear, so that  = −, and the unique equilibrium price is

 ( ) =
1

1 +
q

1−


1−




Since  = 23 and  = 13, the equilibrium price is

 ( ) = 12

The amount of trade is

 =
1


ln (2) 

The equilibrium trade is decreasing in risk-aversion and goes to zero as the players become

extremely risk-averse.

Now imagine that (risk-averse) Art and Beth traded  =
1

ln (2) contracts, reaching

to a Pareto-efficient allocation. It turns out that the players cannot have any further

trade if they received private information as above.

Example 9.9 Imagine that, at equilibrium allocation above, Art observes the signal 

above. Then, in the rational expectation equilibrium, the price changes reflect Art’s

private information, but there will not be trade. In particular, if Art observes  = 1,

then the price becomes

 ( (1)   (1)) =
1

1 +
q

1−(1)
(1)

1−(1)
(1)

=
1

1 +
q

1−67
67

1−35
35

=
3

4


At this price, given her updated beliefs, by (9.3), Art demands

 (1) =
1


ln (2) 

his initial equilibrium allocation. Likewise, Beth also demands her initial equilibrium

allocation, and there will not be trade. Similarly, when Art observes  = 0, then the

price becomes

 ( (0)   (0)) =
1

4


and there is no trade.
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The lack of further trade here is due to the fact that the players’ beliefs are con-

cordant, in that the players agree on the conditional distributions of the signals, i.e.,

both assign probability  ( = |) = 34. Hence, players do not have incentive to bet
on the value of  when they can bet on . This is a key insight for Milgrom-Stokey No

Trade Theorem. If they have differing priors on that conditional distribution as well,

they would have an incentive to trade–before the information arrives–but that opens

another can of worms in the form of incentive compatibility, as  is observed privately.

9.2.2 No Trade Theorem under Risk Neutrality

Building on Corollary 9.3, this section presents a version of this No-Trade Theorem for

risk neutral players.

Consider two risk neutral players  ∈  = {1 2} with assets whose dividends depend
on some state  ∈ Θ; there are finitely many states. There is a trading mechanism that

results in a state-dependent trade based on players’ actions. In particular, each player 

has a set  of actions with a special element ̄ that ensures no trade. Trading rule is

a function  :  × Θ → R that transfers  (1 2 ) from player 2 to player 1 at state

 if players 1 and 2 take actions 1 and 2, respectively. Moreover,  (1 2 ) = 0 if

 = ̄ for some . Under a fixed type space (Θ  ), this yields a Bayesian game B.
As illustrated in the previous section, in general, when players have heterogeneous

priors, they will have a strict preference to trade, by betting against each other. Thus,

without a common prior, there can be trade, and when players do not have any private

information, they would like to have the maximum amount of trade possible. Without

any restriction on trade, this leads to infinite bets that result in infinite improvement in

expected payoffs. Under the common-prior assumption, this channel for trade is closed,

and there will be no trade between risk neutral players:

Theorem 9.3 (No Trade Theorem–Equilibrium) Assume that the game B above
has a common prior that puts positive probability on each state. Under any correlated

equilibrium ((Ω  ) θ ta) for B, each player  is indifferent between no trade and her
equilibrium action at every  with positive probability:

 ( (aθ)) = 0
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Proof. The proof is identical to the proof of the Agreement Theorem. Now, for player

1, since she can obtain 0 by playing ̄1,

1 ( (aθ)) ≥ 0 ∀ ∈ Ω

Suppose that there is a state ̂ at which her expected transfer is strictly positive:

1̂ ( (aθ))  0

Then, at the ex ante stage, the expected transfer is strictly positive:

 ( (aθ)) =  (1 ( (aθ)))  0

Likewise, by rationality of player 2, ex-ante expected transfer is non-positive:

 ( (aθ)) =  (2 ( (aθ))) ≤ 0

leading to a clear contradiction.

That is, under the common prior assumption, there will be no Pareto improving

trade provided that it is common knowledge that the players are rational. It is tempting

to conjecture that the same result obtains for rationalizability. This is not true, however,

because the common-prior assumption is required for both underlying uncertainty about

the parameters and the strategic uncertainty. This is illustrated in the following example.

Example 9.10 There is no uncertainty about the assets, i.e., |Θ| = 1, and the trading
mechanism is as follows:

Head Tail ̄2

Head 1 -1 0

Tail -1 1 0

̄1 0 0 0

As in the matching-penny game with outside options, each player has three actions,

Head, Tail, and ̄, where the last action ensures no trade. If both players choose from

Head and Tail, the transfer from player 2 to player 1 is positive if they choose the same

action and negative otherwise. Clearly, all three actions are rationalizable, involving

trade. In particular, there can be a model with common knowledge of rationality in which

the players trade and obtain strictly positive expected payoff everywhere. To see this,
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consider Ω = {Head,Tail}2 where players 1 and 2 know the first and second components,
respectively. Player 1 assigns probability 1 to (Head, Head) when her type is Head and

probability 1 to (Tail, Tail) when her type is Tail. On the other hand, Player 2 assigns

probability 1 to (Tail, Head) when her type is Head and probability 1 to (Head, Tail)

when her type is Tail. Each player’s action is equal to her or her type. Clearly, at each

state, the expected payoff of each player is 1 and thus the player is rational.

9.2.3 No-Trade Theorem under Ex-ante Optimality

Thgis sectionpresentgs another version of the No-Trade Theorem, stated in terms of

Pareto optimality for general risk preferences. This version of the No Trade Theorem

does not require the common prior assumption per se, and I will state it without assuming

a common prior. In general, the no trade in this result is attributed to the common-

prior assumption as there would be a Pareto-improving trade, based on mutual bets, at

ex-ante stage without a common prior.

Consider  players  ∈  = {1     }, endowed with assets ̄ : Ω →  for some

finite state space Ω and consumption space . Each player  has von-Neumann and

Morgenstern utility function  :  → R and has a prior belief  ∈ ∆ (Ω) with support

Ω. Each player  also has information partition  of Ω. The set of feasible allocations is

the set of functions (1 2) : Ω→ 2 such that

1 () + · · ·+  () = ̄1 () + · · ·+ ̄ ()

at each . An allocation  is said to be ex-ante Pareto optimal if there does not exist a

feasible allocation  with  ( ()) ≥  ( ()) for each  where at least one of these

inequalities are strict. The No-Trade Theorem in this setup is as follows.

Theorem 9.4 (No-Trade Theorem–Pareto Optimality) Assume that the initial

allocation ̄ = (̄1     ̄) is ex-ante Pareto optimal. If it is common knowledge at some

0 that each player’s interim expected payoff from some feasible allocation  is at least

as high as ̄ (i.e.,  ( ()) ≥  ( (̄)) for all  ∈  (0)), then it is common

knowledge at 0 that the players are indifferent between  and the initial allocation ̄

(i.e.,  ( ()) =  ( (̄)) for all  ∈  (0)).
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Proof. Suppose that 1 ( ())  1 ( (̄)) for some 1 ∈  (0) for some

player . Consider the allocation  where

 () =

(
 () if  ∈  (0)

̄ () otherwise.

Clearly,  is feasible, and by construction,  ( ())   ( (̄)) and  ( ()) ≥
 ( (̄)) for  6= , showing that the initial allocation is not ex-ante Pareto optimal.

This result shows that there cannot be trade based on information; if there were

a Pareto-improving trade based on information, they could realize such a gain at the

ex-ante stage via a state-dependent trade contract. In this result it is crucial that there

are no cross-state restrictions on trade agreements. If there were cross-state restrictions

on trades (e.g. if they could only trade the physical assets), then the players may need

to wait for information to realize some Pareto-improving trades, as illustrated next.

Example 9.11 The players are Alice and Bob. They are risk neutral. Alice owns an

asset that pays  ∈ {0 1}. At the interim stage both players publicly observe a signal

. The players’ beliefs about ( ) are as follows (Alice’s belief is on the left, and Bob’s

belief is on the right):

\ 1 0

1 13 16

0 16 13

\ 1 0

1 16 13

0 13 16

Ex-ante, each player assign probability 1/2 on  = 1. Hence, they have no incentive

to trade the asset. However, they do disagree about how the asset return is related to

signal. Alice thinks that they are positively correlated while Bob thinks that they are

negatively correlated. Hence, if they could bet on the ( ), they would write contracts

that would transfer money from Bob to Alice when  =  and from Alice to Bob when

 6= . Unfortunately, they could not bet. Hence, they wait for the interim stage to trade

the asset instead. Indeed, at the interim stage, observing , Alice assigns probability 23

on  =  while Bob assigns probability 13 on  = . If they observe  = 1, Alice is more

optimistic about the asset return and keeps the asset. If they observe  = 0, then Bob

is more optimistic about the asset return and they would be willing to trade the asset at

some price  ∈ (13 23).
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In this example, the players would not have an incentive to trade at the ex-ante

stage if they could write contracts on  (but not on ( )), as they agree on the marginal

distribution of . In that sense, the initial allocation is Pareto-efficient with respect to

-contingent trades, although it is not Pareto efficient more generally. This is closely

related to the fact that they disagree on the statistical relationship between  and .

This is formally established next.

Formally, let

Ω = Θ× 

where Θ is a set of payoff-relevant parameters , while  is a set of payoff-irrelevant

signals , which may be informative about . The initial allocation ̄ depends only on

. Assume also that the space  of possible consumoptions is a convex set.

Definition 9.1 A trade is any  = − ̄ where  : Ω→  a feasible allocation, i.e.,P
∈   = 0. A trade  is said to be -contingent if  ( ) =  ( 0) for any   0. An

allocation  is said to be Pareto-efficient with respect to -continget trade if there does

not exists any -contingent trade  such that +  Pareto-dominates .

Clearly, every Pareto-efficient allocation is Pareto-efficent with respect to -contingent

trades. The previous example illustrates that the converse is not true. In that ex-

ample, the initial allocation, where ̄ ( ) = ( 0), is Pareto-efficient with respect to

-contingent trades but not Pareto efficient, as the allocation  with

 ( ) =

(
(2−) if  = 

(0 ) otherwise

Pareto-dominates ̄. This is because betting on the outcome of  in addition to  provides

additional beneficial trading opportunities. In contrast, in the examples in Section 9.2.1,

betting on the outcome of  did not provide additional beneficial trading opportunities.

The contrast arises from the fact that the players agreed on the conditional distributions

of signals in Section 9.2.1 but not in the previous example.

Definition 9.2 Beliefs are said to be concordant if

1 (|) = · · · =  (|) (∀ ) 
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That is, the players agree on the statistical relationship between the payoff relevant

parameters and the signals. Any belief difference between the players is attributed to

their belief differences about the payoff releval parameters. For example, in Examples

9.6-9.7, although Art and Beth hade differing priors, the belief differences were all at-

tributed to the belief difference about , as we had Pr ( = |) = 34 for both players.
Their beliefs were concordant. In contrast, in Example 9.11, the players disagreed on

the conditional distribution of the signals:

 ( = |) = 23

 ( = |) = 13

for each   ∈ {0 1}. The beliefs were not concordant, leading to gains from trades

that condition on ( ). The next result shows that Pareto-efficiency is equivalent to

Pareto-efficiency with respect to -contingent trades when the beliefs are concordant.

Fact 9.1 Assume that the beliefs are concordant, and the players are (weakly) risk-

averse. Initial allocation ̄ is Pareto efficient if and only if it is Pareto-efficient with

respect to -contingent trades.

Proof. Assume that initial allocation ̄ is not Pareto-efficient, so that there exists a

feasible allocation  that Pareto-dominates . Now, let  = −̄, and define -contingent
trade  ∗ by

 ∗ () = E1 [ |] (∀) 
Since is convex,  ∗ is a feasible trade. Since the beliefs are concordant,  ∗ () = E [ |]
for all  and . Observe that, for each player , since player  is risk-averse and ̄,

E [ (̄+  ∗) |] =  (̄ () +  ∗ ()) ≥ E [ (̄+ ) |] 

where the equality is by the fact that ̄ +  ∗ is -contingent, and the inequality is by

Jensen’s inequality and by definition of ∗. Thus,

E [ (̄+  ∗)] ≥ E [ (̄+ )]

for each player , showing that -contingent trade  ∗ Pareto dominates ̄.3

3Observe that the inequalities would be strict if players were strictly risk-averse and  were not

-contingent with positive probability.
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This leads to the following No-Trade Theorem for (weakly) risk-averse players with

concordant beliefs.

Corollary 9.4 Assume that the beliefs are concordant; the players are (weakly) risk-

averse; and the initial allocation ̄ is Pareto-efficient with respect to -contingent trades.

If it is common knowledge at some 0 that each player’s interim expected payoff from

some feasible allocation  is at least as high as ̄ (i.e.,  ( ()) ≥  ( (̄)) for all

 ∈  (0)), then it is common knowledge at 0 that the players are indifferent between

 and the initial allocation ̄ (i.e.,  ( ()) =  ( (̄)) for all  ∈  (0)). If,

in addition, the players are strictly risk averse, then it is common knowledge at 0 that

 = ̄.

This is a version of the celebrated Milgrom-Stokey No-Trade Theorem, in which the

players do not have any private information initially. It considers risk-averse players

with concordant beliefs. It states that if players do not have any incentive to make -

contingent trades at the ex-ante stage, then it cannot be common kowledge that they all

willingly trade on receiving private information and some of them enjoy strict gains from

trade. In particular, if the players are strictly risk averse, then it cannot be common

knowledge that all players rationally agree on a trade. Milgrom and Stokey further allow

players to have private information initially as follows.

Theorem 9.5 (Milgrom-Stokey No-Trade Theorem) Assume that the beliefs are

concordant and the players are (weakly) risk-averse. Imagine that and the initial alloca-

tion ̄ is Pareto-efficient with respect to -contingent trades. If it is common knowledge

at some 0 that each player’s interim expected payoff from some feasible allocation 

is at least as high as ̄ (i.e.,  ( ()) ≥  ( (̄)) for all  ∈  (0)), then

it is common knowledge at 0 that the players are indifferent between  and the initial

allocation ̄ (i.e.,  ( ()) =  ( (̄)) for all  ∈  (0)). If, in addition, the

players are strictly risk averse, then it is common knowledge at 0 that  = ̄.
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9.2.4 No-Trade Theorem under Incentive Compatibility

9.3 Exercises

Exercise 9.1 Assuming a common prior on a finite state space with full support, show

that if it is common knowledge that a player assigns weakly higher probability to an

event than another player, then it is common knowledge that they both assign the same

probability to the event.
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Chapter 10

Epistemic Foundations of Solution

Concepts

10.1 Normal-Form Games

10.1.1 Rationalizability

Many common knowledge assumptions are embedded in the description of a game  =

( ): it is common knowledge that the set of players is  ; it is common knowledge

that each player  can play any strategy in set  (an assumption which contains many

other assumptions on the information structure), and it is common knowledge that each

player  chooses a strategy  that maximizes expected value of  under her belief about

the other players strategies (i.e., player  is rational). This section establishes that

rationalizability captures precisely the strategic implications of all these assumptions.

In particular, it characterizes the strategies that are consistent with common knowledge

of rationality.

It is useful to recall the definition of rationalizability, which can also be defined as

the result of iterated elimination of strictly dominated strategies.

Definition 10.1 (Rationalizability) Set 0 = , and for every   0, set


 = 

¡
∆

¡
−1
−

¢¢
as the set of all strategies that are best responses to beliefs that put positive probability

only on the strategies − ∈ −1
− . For any player , a strategy is said to be rationalizable

287
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if  ∈ ∞ where

∞ =
\
≥0


 

Note that, for any , a strategy  is in 
 if and only if it is rationally played by

 in a situation in which (1)  is rational, (2)  knows that every player is rational, (3)

 knows that everybody knows that every body is rational, and . . . ()  know that

every body knows that . . . everybody knows that everybody is rational. That is,  is a

best response to a belief 1− such that every 
1
 in the support of 

1
− is a best response

to some belief 2− such that every every 2 in the support of 
2
− is a best response to

some belief 3− . . . up to order . It is in that sense 
 is the set of strategy profiles

that are consistent with th-order mutual knowledge of rationality. Rationalizability

corresponds to the limit of the iterative elimination of strictly-dominated strategies.

The proofs in this section will use the fixed-point definition for rationalizability.

Recall that fixed-point definition uses the following property.

Definition 10.2 A set  = 1 × · · · ×  ⊆  is said to have best-response property

(or to be closed-under rational behavior) if for each  ∈  ,

 ⊆  (∆ (−)) ;

i.e., every  ∈  is a best response to some belief  ∈ ∆ (−) that puts zero probability

outside of −.

Theorem 2.3 establishes that ∞ is the largest set with best-response property, pro-

viding a fixed-point definition for rationalizability. The theorem is replicated below:

Theorem 10.1 If  has best-response property, then  ⊆ ∞. Moreover, under As-

sumption 1.1, ∞ has the best response property.

I will now formalize the idea that rationalizability captures the implications of com-

mon knowledge of rationality precisely. I have so far considered an abstract information

structure for players  . In order to give a strategic meaning to the states, we also need

to describe what players play at each state by introducing a strategy profile s : Ω→ 

Definition 10.3 A strategy profile s : Ω →  with respect to (Ω ()∈  ()∈∈Ω)

is said to be adapted if s() = s(
0) whenever () = (

0)
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Figure 10.1: An information structure

The last condition on the strategy profile ensures that each player knows what she

is playing. The possibility that s() 6= s(0) for some () = (
0) would contradict

the fact s() is what player  plays at state  and that he cannot distinguish the states

 and 0 when () = (
0)

Definition 10.4 An epistemic model for a game = ( ) is a pair = (Ω ()∈  ()∈∈Ω s)

of an information structure and an adapted strategy profile s with respect to the infor-

mation structure.

The states  in the information structure are abstract objects that describe the

players’ information and beliefs about those states. The mapping s : Ω →  gives a

strategic meaning for those states and relates it to the game . Now, at each state ,

each player  plays strategy  (). At any state , each player  has also a belief

 ◦ s−1−

about the other players’ strategies; this is the belief induced by the belief  about

the states and the mapping s−. Consequently, each state also describe a belief and

information hierarchy about the players’ strategy. Therefore, the model describes what

players play and what they think about the other players and so on when they make

their decision, implicitly describing their rationale.
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Example 10.1 Consider the game

 

 5 1 0 0

 4 4 1 5

(10.1)

and the information structure in Figure 10.1. Define s by

s (0) = ( ) , s (1) = ( ) , s (2) = ( ) 

Note that the strategy of each player remains constant over his information sets (e.g.

s1 (0) = s1 (1) = ). Hence, s is adapted. In the figure, the information sets of players

1 and 2 are depicted by rounded and regular rectangles, respectively. For example, at 0,

player 1 finds 1 possible and rules out 2. Similarly, player 2 rules out 1. At each

state , the probabilities 1 () and 2 () that players 1 and 2 assign to the true state

 are depicted in the figure, in the given order. For example, at state 1, player 1 knows

that the state is 1 and assigns probability 1 on 1, while player 2 assigns probability

1/2 on 1 and probability 1/2 on 0. In this epistemic model, the players have beliefs

about the other players’ strategies as well. For example, at 0, Player 1 plays  believing

that Player 2 plays  with probability 1/2 and  with probability 1/2. She also believes

that in the case Player 2 plays , he believes that Player 1 plays  with probability 1/2

and  with probability 1/2, and so on.

The ideas of rationality and common knowledge of it can be formalized as follows.

Definition 10.5 For any epistemic model  = (Ω ()∈  ()∈∈Ω s) for a game

 = ( )  a player  is said to be rational at a state  ∈ Ω if

s() ∈ 

¡
 ◦ s−1−

¢


where  () finds all of the best responses for player  to belief  on −.

That is, s() is a best response to s− under player ’s belief at . When Ω is finite,

the condition can be written more transparently as

s() ∈ argmax


X
0∈()

( s−(
0))(

0)
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Example 10.2 (Example 10.1, continued) In the previous example, every player is

rational at every state. For example, at state 0, Player 1 assigns equal probabilities on

states 0 and 1, assigning equal probabilities on s2 (0) =  and s2 (1) = . Thus, she

is indifferent between  and :

 [1 ( s2) |1 (0)] = 1

2
· 5 + 1

2
· 0 = 52

 [1 ( s2) |1 (0)] = 1

2
· 4 + 1

2
· 1 = 52

Therefore, she is rational at 0 (and 1). At 2, she assigns probability 1 on 2, and

thereby on s2 (2) = . She is clearly rational, as her expected payoff from  is 5 and

her expected payoff from  is 4.

Let’s write

 = {|player  is rational at }
for the event that corresponds to the rationality of player . It is common knowledge

that player  is rational at  if and only if event  is common knowledge at . We say

that it is common knowledge in model  that player  is rational if  = Ω. In the

example above it is common knowledge that everybody is rational.

Definition 10.6 For any  ∈  , a strategy  ∈  is said to be consistent with common

knowledge of rationality if there exists a model  = (Ω ()∈  ()∈∈Ω s) with

state ∗ at which it is common knowledge that all players are rational and s(∗) = 

Since one can construct a model with state space  (
∗), this is equivalent to saying

that there exists a model  such that s(
0) is a best response to s− at each 0 ∈ Ω

for each player  ∈  . For example, in game (10.1), each strategy is consistent with

common knowledge of rationality because each strategy is played at some state  in the

epistemic model above, where rationality is common knowledge.

The next result states that rationalizability is equivalent to common knowledge of

rationality in the sense that ∞ is precisely the set of strategies that are consistent with

common knowledge of rationality.

Theorem 10.2 For any player  ∈  and any  ∈ ,  is consistent with common

knowledge of rationality if and only if  is rationalizable (i.e.  ∈ ∞ ).
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Proof. (=⇒) First, take any  that is consistent with common knowledge of rationality.
Then, there exists a model  = (Ω ()∈  ()∈ ∈Ω  s) with a state ∗ ∈ Ω such

that s(
∗) =  and for each  and 

s() ∈ argmax
∈



¡
 ◦ s−1−

¢
 (10.2)

Define  by setting  = s(Ω) for each  ∈  . By Theorem 10.1, in order to show that

 ∈ ∞ , it suffices to show that  ∈  and  has best response property. First part is

immediate, as  = s(
∗) ∈ (Ω) = . To see the second part, for each  ∈  noting

that  = s() for some  ∈ Ω, define belief − on − = s(Ω) by setting

− =  ◦ s−1−  (10.3)

(By definition − is a probability distribution on −) Then, by (10.2),

 = s() ∈ arg max
∈



¡
 ◦ s−1−

¢
= arg max

∈


¡
−

¢


showing that  has best-response property. Therefore,  ∈ ∞ 

(⇐=) Conversely, since ∞ has best-response property, for every  ∈ ∞ , there

exists a probability distribution − on 
∞
− against which  is a best response. Define

model

∗ = (∞ ( )∈ ∈∞  s) (10.4)

with

() = {} × ∞− ∀ ∈ ∞


 (

0) = −
¡
0−

¢ ∀0 ∈ ()

s() =  ∀ ∈ ∞

In model ∗ it is common knowledge that each player  is rational. Indeed, for each

 ∈ ∞

s() =  ∈ arg max
0∈

X
−∈∞−


¡
0 −

¢
−

¡
0−

¢
= arg max

0∈

X
0∈()


¡
0 −

¢
(

0)
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where the equalities are by the definition of∗, and the inclusion is by the definition of

−. Of course, for every  ∈ ∞ , there exists  = ( −) ∈ ∞ such that () = ,

showing that  is consistent with common knowledge of rationality.

Theorem 10.2 establishes that the rationalizable strategies are precisely the ones that

are consistent with common knowledge of rationality. In particular, there is a model∗

in which it is common knowledge that players are rational and every rationalizable

strategy is played at some state. Hence, all rationalizable strategies are rationalized

by the same model. In this model, the states are indeed rationalizable strategy profile

and the players have belief about purely what strategy each player plays and what they

believe about the other players’ strategies and so on. As such, model ∗ can be viewed

as a theory of how people behave and how they rationalize their behavior. In this model,

players’ can hold somewhat arbitrary beliefs about the other players’ strategies. In the

next section, we will study Nash equilibrium, which assumes that players know the other

players’ strategies.

10.1.2 Correlated Equilibrium

This section establishes that correlated equilibrium characterizes the strategies that are

consistent with common knowledge of rationality and a common prior on epistemic

states. It is useful to recall the relevant definitions.

Definition 10.7 An information structure (Ω ()∈  ()∈ ∈Ω ) is said to admit

a common prior  ∈ ∆ (Ω) if

 =  (·| ()) ∀  (CPA)

In that case, the information structure is denoted as (Ω ()∈   ). A common-prior

model is any model  = (Ω ()∈   s) in which information structure admits a

common prior.

Here,  (·| ()) is a conditional probability distribution on Ω given information set

 (). Since it puts probability 1 on  () it is also viewed as a probability distribution

on  (). Recall that when Ω is finite and  ( ())  0,

 (
0) =  (0| ()) =  ({0})  ( ()) (∀0 ∈  ())  (10.5)
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Example 10.3 The information structure in Figure 10.1 admits a common prior 

where  (0) =  (1) =  (2) = 13. For example, 10 (0) =  (0| {0 1}) =
(13)  (13 + 13) = 12.

One can define corretaled equilibrium directly in terms of common knowledge of

rationality.

Definition 10.8 (Correlated Equilibrium) A correlated equilibrium is any common-

prior model  = (Ω ()∈   s) in which it is common knowledge that every player is

rational, i.e.,  = Ω for each .

Therefore, common prior assumption is simply conjunction of common knowledge of

rationality and the common prior assumption. Notice however that the common prior

assumption here is made hypothetical epistemic states that are deviced to describe the

players’ reasoning. One may find such an assumption unwarranted.

10.1.3 Nash Equilibrium

Aumann and Brandenburger (1995) provides an epistemic foundation for Nash equilib-

rium. Their characterization also provides a revealing definition for Nash equilibrium

in terms of conjectures–especially in two-player games. This section presents their

characterization (focusing on knowledge instead of certainty for clarity).

Consider a game  = ( ) and an epistemic model  = (Ω   s) for game

. A conjecture  of player  is any probability distribution on −, representing her

belief about the other players’ strategies. The conjecture of player  at any state  is

 ◦ s−1− 

For every conjecture  ∈ ∆ (−), define the event

[] =
©
| ◦ s−1−

ª
that player  holds conjecture . Observe that in two-player games a player’s conjecture

is a mixed strategy for the other player. The next theorem presents a characterization

of Nash equilibrium in terms of conjectures for two-player games.
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Theorem 10.3 For any finite two-player game  = ( ) with  = {1 2}, a
(mixed) strategy profile (2 1) is a Nash equilibrium of  if and only if there exists

an epistemic model  with a state 0 at which it is mutually known that each player 

holds conjecture  and that the players are rational:

0 ∈  ([1] ∩ [2] ∩) 

Proof. First assume that 0 ∈  ([1] ∩ [2] ∩) for some model  and some 0

To prove that (2 1) is a Nash equilibrium, it suffices to show that for each , , and

,

 ()  0 =⇒  ∈  () ;

recall that  and  the mixed strategy of player  and , respectively. To establish the

displayed implication, take any  with  ()  0. Then, there exists  ∈  (0) such

that

 = s () 

Since 0 ∈  ([1] ∩ [2] ∩),  (0) ⊆ [1] ∩ [2] ∩. Hence,

 ∈ [1] ∩ [2] ∩

Thus,

 = s () ∈ 

¡
 ◦ s−1−

¢
=  () 

where the inclusion is by  ∈ , and the last equality is by  ∈ [], so that ◦s−1− = .

This shows that the conjectures (2 1) form a Nash equilibrium.

To prove the converse, take any mixed staretgy Nash equilibrium (2 1). Let 2⊗1
be the product of the conjectures, and let

 (2 ⊗ 1) = { ∈ |2 ⊗ 1 ()  0}

be its support. Define an epistemic model  = (Ω   s) with common prior  by

setting

Ω =  (2 ⊗ 1)

 () = {} × −

 = 2 ⊗ 1

s () = 
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Observe that [1] ∩ [2] ∩ = Ω.

When there are more than two players, one needs more than mutual knowledge

of conjectures and rationality. Indeed, the epistemic foundation for Nash equilibrium

requires common-prior assumptiona ant the common knowledge of conjectures:

Theorem 10.4 For any finite game  = ( ) with  = {1     } with   0,

assume that

0 ∈  ([1] ∩ · · · ∩ []) ∩ ()

for some common prior model  = (Ω   s) with  (0)  0. Then, for each

distinct   0 ∈  ,

marg = marg0 ≡ 

and the mixed strategy profile (1     ) is a Nash equilibrium of .

Here the equality of marginals is direct implication of the Agreement Theorem. Since

the conjectures marg and marg0 of players  and 
0 about  are common knowl-

edge and we have a common prior, then they must be the same. Note that this inequal-

ity is a necessary condition for defining a Nash equilibrium, and one needs the common

knowledge of these conjectures to apply the Agreement Theorem. When there are more

than two players, Nash equilibrium requires further that the players’ equilibrium con-

jectures are in product form. Aumann and Brandenburger further shows that, under

the common-prior assumption, the common knowledge of conjectures implies that the

conjectures are of the product form. Then mutual knowledge of rationality implies that

the conjectures put positive probability only on strategies  that are best responses to

.

10.2 Bayesian Games

10.2.1 Interim Correlated Rationalizability

As discussed in Section 2.1 (see Remark 1.1), the fact that two players choose their

actions independently does not mean that a third player’s belief about their actions will

have a product form. In particular, just because all of player ’s information about ,

which is the action of the nature, is summarized by  does not mean the belief of  about
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the state  and the action of  does not have any correlation once one conditions on .

Once again  might find it possible that the factors that affect the payoffs may also affect

how other players will behave given their beliefs (regarding the payoffs). This leads to

the following notion of rationalizability, called interim correlated rationalizability.

Iterated Elimination of Strictly Dominated Actions Consider a Bayesian game

B = (Θ   ). For each  ∈  and  ∈  set 
0
 [] = , and define sets 


 []

for   0 iteratively, by letting  ∈ 
 [] if and only if

 ∈  () ≡ argmax
0

Z
( 

0
 −)( − −)

for some  ∈ ∆(Θ× − ×−) such that

margΘ×− = (·|) and 
¡
− ∈ −1

− [−]
¢
= 1

That is,  is a best response to a belief of  that puts positive probability only on the

actions that survive the elimination in round − 1Write −1
− [−] =

Q
 6= 

−1
 [] and

[] =
Q

∈ 
 []

Definition 10.9 The set of all interim correlated rationalizable (ICR) actions for player

 with type  is

∞ [] =
∞\
=0


 []

Since interim correlated rationalizability allows more beliefs, interim correlated ra-

tionalizability is a weaker concept than interim independent rationalizability, i.e., if an

action is interim independent rationalizable for a type, then it is also interim correlated

rationalizable for that type. When all types have positive probability, ex-ante rationaliz-

ability is stronger than both of these concepts because it imposes not only independence

but also the assumption that a player’s conjecture about the other actions is independent

of his type. Since all of the equilibrium concepts are refinements of ex-ante rationaliz-

ability, interim correlated rationalizability emerges as the weakest solution concept we

have seen so far, i.e., all of them are refinements of interim correlated rationalizability.

Exercise 10.1 Consider a Bayesian game B = (Θ   ) in which each type 

has positive ex-ante probability of  ().
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1. Show that if a player  plays a strategy  with positive probability in a Bayesian

Nash equilibrium, then  is ex-ante rationalizable.

2. For any ex-ante rationalizable strategy  :  →  and for any  show that  ()

is interim independent rationalizable for .

Exercise 10.2 Show that if  is interim independent rationalizable for some type ,

then  is interim correlated rationalizable for .

Fixed-Point Definition of ICR I will next present a fixed point definition of ICR. A

solution concept Σ :  ⇒  is said to have the best-response property (or closed under ra-

tional behavior) if for every  ∈  and  ∈ Σ (), there exists 
 ∈ ∆ (Θ× − ×−)

such that

 ∈ 

¡


¢
 (10.6)

 (·|) = margΘ×−
 (10.7)

 (− ∈ Σ− (−)) = 1 (10.8)

As in the case of complete information games, the next result establishes that ICR is

the largest solution concept with best-response property.

Theorem 10.5 If Σ :  ⇒  has best-response property, then Σ ⊆ ∞. Moreover,

under Assumption 3.1, ∞ has the best response property.

I will next show that ICR characterizes the strategies that are consistent with com-

mon knowledge of rationality in any given Bayesian game.

Fix a finite Bayesian game B = (Θ   ). Recall that an information (or

belief) structure is a list (Ω ()∈  ( )∈ ∈Ω ) where

• Ω is a (finite) state space,

•  is a partition of Ω for each  ∈  called information partition of ,

•  is a probability distribution on (), which is the cell of  that contains ,

representing belief of .
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An epistemic model for B is a list  = ((Ω  ) θ ta) where

θ : Ω→ Θ

t : Ω→ 

a : Ω→ 

such that t and a are adapted and1

 ◦ (θ t−)−1 =  (·|t ()) ∀  (10.9)

Here, θ () and t () determine the payoff parameter  and the type profile  at state

. The mapping a gives strategic meaning to the state determining what action profile

is played at a given state. The condition that t and a are adapted (i.e. that t and a

are constant over information sets of  for each ) ensures that each player  knows his

own type (t ()) and his own action (a ()) at any state .

At any state in epistemic model, each player  has beliefs regarding the parameter

value , the other players’ types − and actions −. (In fact, he has an infinite hierarchy

of beliefs regarding these variables, allowing him to reason about not only what the

other players are doing but also why they are behaving that way.) In particular, at a

state , his belief regarding the payoff parameter  and the other players’ types − is

 ◦ (θ t−)−1. His beliefs regarding ( −) are however determined already as  (·|)
by the type space in game B. The equation (10.9) states that the belief according to
the epistemic model is identical to the belief of his type t () at  according to the

game. That is, the beliefs in the epistemic model are consistent with the beliefs in the

underlying game.

Rationality and common knowledge of rationality are defined as before.

1Note that for any probability distribution  on  and any measurable function  :  →  ,  ◦−1
is the probability distribution on  induced by  and  . It is defined by setting

 ◦ −1 ( 0) =  ({ ∈ | () ∈  0})

for every event  0 ⊂  . Thus, for finite spaces, the formula in (10.9) can be spelled out asX
0∈()

()=−()=−

 (
0) =  ( −|t ()) 
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Definition 10.10 A player  is said to be rational at  if

a () ∈ 

¡
 ◦ (θa−)−1

¢


i.e., his action a () is a best response to his belief  ◦ (θa−)−1 regarding ( −). It
is said that rationality is common knowledge in ((Ω  ) θ ta) if and only if everybody

is rational throughout Ω:

a () ∈ 

¡
 ◦ (θa−)−1

¢ ∀ ∈  ∈ Ω

Here, I define common knowledge as being true throughout the state space (see Re-

mark ??). The next definition formalizes the strategic implications of common knowledge

of rationality as follows.

Definition 10.11 An action  is said to be consistent with common knowledge of

rationality for  if and only if there exists a model  = ((Ω  ) θ ta) and  ∈ Ω

such that t () = ;a () =  and rationality is common knowledge in  .

The next result establishes that ICR characterizes the strategic implications of com-

mon knowledge of rationality.

Theorem 10.6 For any Bayesian game B = (Θ   ) and any ( ∗  
∗
 ), action

∗ is consistent with common knowledge of rationality for type ∗ if and only if 
∗
 ∈

∞ [
∗
 ].

Proof. First assume that ∗ is consistent with common knowledge of rationality for 
∗
 ,

i.e., there exists a model  = ((Ω  ) θ ta) with ∗ ∈ Ω such that ∗ = a (
∗),

∗ = t (
∗), and rationality is common knowledge in  . Define the solution concept

Σ :  7→ a
¡
t−1 ()

¢


Since rationality is common knowledge in  , one can easily show that Σ has best-

response property. Therefore,

∗ ∈ a
¡
t−1 (∗ )

¢ ⊆ ∞ [
∗
 ] 

Here, ∗ ∈ a
¡
t−1 (∗ )

¢
by definition of ∗, and the inclusion is by Theorem 3.3.
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Conversely, since ∞ has best response property, one can define the following epis-

temic model with common knowledge of rationality:

Ω = {(  ) | ∈ ∞ []}
 (  ) = {(0 0 0) |0 =  

0
 = }

() = 

θ (  ) = 

t (  ) = 

a (  ) = 

Here,  is as in the definition of best-response property, satisfying (10.6-10.8) for

Σ = ∞. By (10.7) and (10.8), ((Ω  ) θ ta) is a well-defined epistemic model for

B. By (10.6), rationality is common knowledge in ((Ω  ) θ ta)  Clearly, for each
 ∈ ∞ [], a (  ) =  and t (  ) =  for some (  ) ∈ Ω.

==============================

Aumann (1976) introduced the formulations of information structure, knowledge,

and common knowledge. This is a canonical model of interactive epistemology. It is

known as partition model, which implies what is known as the Truth Axiom: what

you know must be true. Aumann (1987) introduced the solution concept of correlated

equilibrium and showed that it captures the idea of common knowledge of rationality

under common-prior assumption using this formulation. Aumann’s template has been

used to study the epistemic foundations of other solution concepts, most notably by

Brandenburger and Dekel (1987) and Tan and Werlang (1988), who formally show that

rationalizability characterizes the strategies that are consistent with common knowledge

of rationality. (The arguments of Bernheim (1984) and Pearce (1984) were less formal.)
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Chapter 11

Incomplete Information and

Higher-Order Beliefs

In Bayesian games, players’ private information is modeled by type spaces. This formula-

tion has been quite useful, and Bayesian games play a central role in modern economics.

In these models, some of the features affect the equilibrium outcomes disproportion-

ately vis a vis their impact on players’ beliefs, often for a good reason. For example, in

the coordination game studied in Section 6.2, the prior mean of the fundamentals has

a disproportionately large impact on equilibrium strategies because players coordinate

their actions using the public information. This leads to a challenging problem in the

modeling stage, when a researcher selects a model to represent an actual situation. In

the actual situation, players do not get clear signals. They have some beliefs about

the fundamentals and other players’ beliefs, and those beliefs are vaguely articulated

and incomplete at best. Then, one may not be able to identify the above features from

those beliefs, reducing the scope of predictions that she can make. For example, in the

coordination game above, one may not be able to rule out a wide range of prior beliefs,

and may not be able to say which action the players will choose despite the fact that

the game is dominance solvable.

The identification problem above leads to many related challenging questions:

• How sensitive are the solutions to misspecification of model?

• Which predictions are robust to misspecification of model?

303
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• What do we need to know about hierarchies to verify a prediction?

This section is devoted to analyses of hierarchies of beliefs and their strategic impact

towards answering those questions. I will also explore many other important ques-

tions: can we model all hierarchies by type spaces? Can we approximate them using

tractable/small type spaces? Can we approximate them using common prior models?

What are the implications of the common prior assumption?

The outline of the chapter is as follows. The first section is devoted to important ex-

amples. The first example provides an explicit formula for higher order expectations in

the normal model for coordination game above, illustrating the challenge of making pre-

diction under a dominance solvable model discussed above. The next example explores

the role of higher-order expectations in linear Cournot oligopoly. The impact of the

higher-order beliefs on equilibrium strategies is exponentially decreasing in the duopoly

case and exponentially increasing when there are more firms. This will be closely related

to the fact that Cournot duopoly is dominance solvable while Cournot oligopoly is not.

These are special cases of games with a linear best response function, for which I present

a general formula. The last example is the celebrated e-mail game example of Rubinstein

(1989), which inspired most of the work explored in this and the previous chapter.

After formally introducing the universal type space, the next section explores the

continuity properties of the solution concepts with respect to the belief hierarchies.

In particular it presents a Structure Theorem for interim correlated rationalizability,

which implies that one cannot obtain any sharper robust prediction by refining (interim

correlated) rationalizability. (The set of robust predictions is the set of predictions

from rationalizability alone no matter what refinement one uses. In particular, robust

predictions of equilibrium coincide with the predictions of rationalizability.) That section

also explores the important concept of common  belief and applies it to a variety

of topics related to robustness, such as the strategic topology, ex-ante robustness and

foundations of risk dominance.

The final section will explore the role of common-prior assumption and present some

well known results, such as the Agreeing to Disagree Theorem and No Trade Theorem.
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11.1 Examples

11.1.1 Higher-order Expectations with Normal Distributions

Consider the investment game

 

    − 1 0
 0  − 1 0 0

in Section 6.2 where the return  from investment and the idiosyncratic noise terms in

players signals have standard Normal distributions:

 =  +  and  =  +  where ( 1 2)
∼  (0 1)  (11.1)

In the model, parameters ,   0 and   0 are known, while  is not. Assuming

 = 
2

1√
+1


√
2 where  =  2 (2 +  2), recall that the game is dominance solvable.

According to the unique solution, each player invests (i.e. plays ) if her signal is above

a threshold ̂ where

©( ( [|̂]− )) =  [|̂]  (11.2)

In terms of interim beliefs the cutoff depends only on the prior mean  and the sensitivity

parameter , which is a function of the variances 2 and  2. Recall also that the cutoff

is a decreasing function of . When  is very low,  [|̂] is nearly 1 so that the players
do not invest unless investing is nearly dominant (due to their initial pessimism), and

when  is very large,  [|̂] is nearly 1 and the players invest when there is a possibility
of gain from investment.

Now imagine a researcher who wants to apply the above model to an actual situation.

He does not have access to ex-ante model, which is often a hypothetical modeling device

and does not know the above parameters. Instead, suppose she has access to a player’s

expectation about  (namely her first-order expectation), her expectation about other

players’ expectations (namely her second-order expectation) and so on. He is willing to

assume that the beliefs are approximately normal, and she wants to use choose para-

meters ,   0 and   0 in order to model these beliefs. When can she apply this

method successfully to predict which action the player will play?

Under (11.1), it is straightforward to compute players’ higher-order expectations as

a function of their type. For a player  with type , her first-order expectation is the
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conditional expectation of  given :

1
 [|] ≡  [|] =  +  ( − )  (11.3)

His second-order expectation the conditional expectation of the first-order expecta-

tion  [|] of the other player given :

2
 [|] ≡ 

£
1
 [|] |

¤
=  [ +  ( − ) |] , by (11.3),
=  +  ( [|]− ) ,

=  + ( [|]− ), by  [|] =  [|] 
=  + 2( − ), by (113).

Following in the same fashion, her th-order expectation can be computed as


 [|] ≡ 

£
−1
 [|] |

¤
=  +  ( − )  (11.4)

Note that the distance between the th-order expectations and the prior mean reduced

at the rate :


 [|]−  =  ( − ) 

Thus, the higher-order expectations converge to the prior mean:

lim
→∞


 [|] =  (11.5)

This is not a coincidence. For finite type spaces, Samet (1989) shows that, in a common-

prior model, the higher-order expectations of any random variable converges to the ex-

ante expectation of the random variable, and this is true only for common prior models.

Hence, if a researcher has access to entire hierarchy of expectations and the hierarchy

is indeed induced by a model as in (11.1), she can compute the prior mean simply by

taking the limit of the expectations; she can also compute  from the expectations alone.

But in order to decide which action the player will take, she needs to decide whether

1
 [|] is above or below 1

 [|̂]. Although the above information is sufficient to
deduce the action in some cases (e.g., 1

 [|]  12 and   0), she would need to

know , for which she must know more about the beliefs.
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Now imagine that the researcher has only a partial information about the player’s

belief hierarchy:

1
 [|] = ̂ ∈ ( 12− ) and 2

 [|]      
 [|] ∈

³
̂ −  ̂ + 

´
 (11.6)

That is, she knows the first-order expectation precisely, which happens to be some ̂ at

which  is risk dominant, and she also knows that the first  orders of expectations are

all within  neighborhood of ̂. Since, one can write the th-order expectation in terms

of the first-order expectations as


 [|]−  = −1 ¡

1
 [|]− 

¢
 (11.7)

(11.6) yields

̂ − 

1− −1    ̂ +


1− −1  (11.8)

For small  and large , the bounds for  are arbitrarily large. For a fixed , as  →∞,
the bounds for  approach . Hence, if the researcher knows  and  is sufficiently large,

she can verify that   12, in which case she can conclude that  [|̂]  12  ̂,

concluding that the player plays the risk-dominant action .

What if the researcher does not know ? In that case, no matter how small  and

how large  are, the researcher cannot rule out any value of . Indeed, fixing  =  2,

so that  ∈ ¡
1
√
2 1

¢
, as  → 0,  approaches 1, and the bound 

1−−1 gets arbitrarily

large, allowing a wide range of possible . The cutoff  [|̂] can take any value in (0 1)
for such (   ), and thus the researcher cannot rule out either action, although she has

a dominance solvable model.

11.1.2 Cournot Duopoly

Consider linear Cournot duopoly in with demand uncertainty. Two firms, 1 and 2, with

zero marginal cost choose production levels, 1 and 2, and sell at price

 =  − (1 + 2)

where  ∈ R is an unknown demand parameter. The players have private information
about the demand, which is modeled by a type space. The specific features of the type
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space will not be important for the analysis, and we will instead work with higher-

order expectations. As in the previous section, the th-order expectation of any random

variable  is


 [] =  · · ·| {z }

 times

[] 

Assuming that the players can produce negative amounts as well as positive amounts,

observe that the best response function is linear:

 () =  [] 2− [] 2

Each firm produces half of the expected difference between  and the other firms pro-

duction.

Consider a Bayesian Nash equilibrium (∗1 
∗
2), where each 

∗
 maps types to real line.

We are interested in the sensitivity of equilibrium strategies to higher-order expectations.

Since player  plays a best response, her equilibrium strategy is

∗ =
1

2
1
 []−

1

2
1


£
∗

¤
(11.9)

where 1
 [] is a function of her first order belief and 

1


£
∗

¤
is a function of her higher-

order beliefs. His first-order expectation and higher order beliefs contribute equally to

her equilibrium strategy, as they each has coefficient 1/2. Since ∗ is a also a best

response to ∗ , by substituting 
∗
 =

1
2
1
 []− 1

2
1
 [

∗
 ] in the previous equation, one can

rewrite (11.9) as

∗ =
1

2
1
 []−

1

4
2
 [] +

1

4
2
 [

∗
 ] 

Observe that the second-order expectation 2
 [] affects the equilibrium strategy half

as much as the first-order expectation 1
 [] does, the remaining contribution

1
4
2
 [

∗
 ]

coming from the third and higher-order beliefs. Substituting (11.9) in the previous

equation, one can further clarify the role of higher-order expectations:

∗ =
1

2
1
 []−

1

4
2
 [] +

1

8
3
 []−

1

8
3


£
∗

¤


Following in this fashion, for any   0, one can write

∗ =
1

2
1
 []−

1

4
2
 [] +

1

8
3
 []− · · ·−

µ
−1
2

¶


 [] +

µ
−1
2

¶




£
∗

¤
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where  =  when  is even. Note that the impact of higher-order expectations is

decreasing exponentially, each contributing the equilibrium strategy half as much as

the previous order does. The impact of beliefs higher than order  is 12 in total.

Assume that lim 



£
∗

¤
is bounded. For example, under common prior assumption

lim 



£
∗

¤
= 

£
∗

¤
, a real number as in the previous section with normal distributions.

Then, the equilibrium strategy can be written in terms of higher-order expectations as

∗ = −
∞X
=1

(−12) 
 [] 

That is, the game has a unique equilibrium, which is a linear function of higher-order

expectations where the coefficient of the th-order expectation is 12.

Since the players are allowed to play any strategy and their best response functions

are linear, any strategy is best response to a belief, making every strategy rationalizable

(for every type). If one further assumes that the strategy space is compact (or that the

firms cannot produce negative amounts), then the linear Cournot duopoly here becomes

dominance solvable. As it turns out, this is closely related to the decreasing impact of

higher-order beliefs, which will be clear in due course.

11.1.3 Cournot Oligopoly

Now imagine that there are  ≥ 3 firms in the previous example. To investigate the
sensitivity of equilibrium strategies to higher-order expectations in a Bayesian Nash

equilibrium (∗1     
∗
), write


1

[] = 12 · · ·−1| {z }
 times

[]

for the ’s expectation of the 1’s expectation of . . . of the −1’s expectation of . Note

that the best response function is now

 () =  [] 2−
X
 6=

 [] 2

Hence,

∗ =
1

2
1
 []−

1

2

X
 6=

1


£
∗

¤
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Substituting the best response function iteratively, as in the case of duopoly, one can

write the equilibrium strategy as

∗ =
1

2
1
 []−

1

4

X
 6=

2
 [] + · · ·−

µ
−1
2

¶ X
−1 6=···1 6=


1−1 []

+

µ
−1
2

¶ X
 6=−1 6=···1 6=


01−1

£
∗

¤


Note that there are (− 1)−1 sequences 01    −1 in the sum relating to the th-order
expectations. For example, for  = 3, the impact of the second-order expectation 2

 is

1/4 for each  6= . Since there are two rival firms, the total impact of the second-order

expectations is 1/2, the same as the total impact of the first-order expectation. Indeed,

although the impact of each th-order expectation 
01−1 is 12

, since there are 2−1

such sequences, the total impact of the th-order expectations is 1/2, for each . That

is, each order of beliefs contributes equal amount. Interestingly, when   3, the total

impact of the th-order expectations isµ
− 1
2

¶



exponentially increasing in . This is closely related to the fact the Cournot duopoly is

stable under best response dynamics, while the unique equilibrium in Cournot oligopoly

is unstable for   3, and  = 3 is a knife-edge case. This is also closely related to the

fact that Cournot oligopoly has a large set of rationalizable strategies even if the players

cannot produce negative amounts.

11.1.4 Games with Linear Best Responses

The linear Cournot oligopoly is a special case of an important class of games in which the

best response function is linear. Consider an  player Bayesian game ( Θ  )

with one dimensional action spaces

1 = · · · =  = Θ = R

and with linear best response function:

 (−) =  [] +
X
 6=

 [] 
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As in the case of Cournot oligopoly, one can write any equilibrium strategy as a sum of

higher-order expectations:

∗ = 
1
 [] +

X
 6=


2
 [] + · · ·+

X
−1 6=···1 6=

1 · · ·−2−1−1

01−1 []

+
X

 6=−1 6=···1 6=
1 · · ·−2−1−1

1−1

£
∗

¤
If

P
 6=

¯̄


¯̄
 1 for all , then the higher-order beliefs have exponentially de-

creasing impact. When the action spaces are bounded, the game becomes dominance

solvable. With bounded , the best response function is no longer linear, but the unique

rationalizable strategy is approximately

∗ = 
1
 [] +

∞X
=2

X
−1 6=−2 6=···1 6=

1 · · ·−2−1−1

01−1 []

away from the boundaries. This is a useful formula that allows analyses of such games,

abstracting away from the irrelevant features of the associated type space. Under the

reverse inequality, i.e.,
P

 6=
¯̄


¯̄
 1 for all , these predictions are also reversed

and the underlying equilibria are unstable.

Beauty Contest and Network Games A special member of the above class is the

Beauty Contest game that models a general coordination game over networks where the

utility function is

 = − ( − )
2 −

X
 6=

 ( − )
2

where
£


¤
is the payoff-interaction network. Here, the players face a trade off between

matching the underlying state and matching the fellow players’ actions where each player

is weighed by . This can be an actual network where a players’ payoff depends only on

her neighbors actions. The beauty contest game comes from the interpretation that the

actions are declared estimates of a fundamental variable, such as the underlying value

of stock, and the players do not want to be far off with respect to other players. Clearly,

the best response function is linear:

 =
1

1 +
P

 6= | {z }


 [] +
X
 6=



1 +
P

 6= | {z }


 [] 
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Once again, when
P

 6=
¯̄


¯̄
 1 for all , the equilibrium strategies reflect the play-

ers’ own information substantially and the equilibrium is stable. When
P

 6=
¯̄


¯̄


1 for all , the equilibrium strategies does not reflect the players’ own information in any

substantial way, and the equilibrium is unstable.

More generally, when Θ and action spaces are all compact metric spaces, one can

define stability condition

 ( ()   (
0)) ≤ − ( 

0)

for some   1 where  is a metric on  and − is a metric on ∆ (−) preserving

the metric on −. Then, the impact of higher-order beliefs is exponentially decreasing

with rate , and the game is dominance solvable whenever there is always a unique best

response (e.g. payoff functions are strictly concave in own strategies and the action

spaces are convex).

11.1.5 E-mail Game

Now, I will present a version of Rubinstein’s (1989) e-mail game example that shows

that mutual knowledge of a game at arbitrarily high orders may have quite different

implications than common knowledge case. This example illustrates all of the structural

properties of rationalizable solutions vis a vis knowledge assumptions.

Consider the following version of the investment game

 

    − 5 0
 0  − 5 0 0

where  can take only three values:  ∈ Θ = {−2 2 6}. In this section, action  will be

called Attack, while  will called No Attack; in this context, the game is often referred

to as the coordinated attack problem, reflecting the story behind the type space below..

Write
©
(2)

ª
for the model in which it is common knowledge that  = 2. In this

game there are two pure-strategy equilibria, one in which both players attack and obtain

the payoff of 2, and one in which nobody attacks, each receiving zero. Pareto-dominant

Nash equilibrium selects the former equilibrium.

Now imagine an incomplete information game in which the players may find it pos-

sible that  = −2 Ex ante, players assign probability 12 to each of the values −2
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and 2. Player 1 observes the value of  and automatically sends a message if  = 2.

Each player automatically sends a "confirmation of receipt" message back whenever she

receives one, and each message is lost with probability 12. When a message is lost, the

process automatically stops, and each player is to take one of the actions  (Attack) and

 (No Attack).

The information structure described in this story can be modeled by the type space

̃ = {−1 1 3 5 } × {0 2 4 6 } with common prior  on Θ× ̃ where

( = −2 1 = −1 2 = 0) = 12
( = 2 1 = 2− 1 2 = 2− 2) = 122
( = 2 1 = 2− 1 2 = 2) = 122+1

for each integer ≥ 1. Here, the type  is the total number of messages sent or received
by player  (except for type 1 = −1 who knows that  = −2).
For  ≥ 1 type  knows that  = 2, knows that the other player knows  = 2, and so

on through  orders. Hence, for high , the beliefs of type  are similar to the common

knowledge type  (2), in that both types know that other player knows that . . .  = 2

up to th order.

Nevertheless, the rationalizable solution for type  is quite different from the type

 (2). Indeed, the incomplete information game is dominance-solvable, and No Attack

is the only rationalizable action for any given type. To see this, observe that type

1 = −1 knows that  = −2, and hence her unique rationalizable action is No Attack.
Type 2 = 0 does not know  but puts probability 23 on type 1 = −1, thus believing
that player 1 will play No Attack with at least probability 23, so that No Attack is the

only best reply and hence the only rationalizable action. More interestingly, type 1 = 1

knows that  = 2, but her unique rationalizable action is still No Attack. Although she

knows that  = 2, she does not know that player 2 knows it. He assigns probability 23

to type 0, who does not know that  = 2, and probability 13 to type 2, who knows

that  = 2. Since type 0 plays No Attack as her unique rationalizable action, under

rationalizability, type 1 assigns at least probability 23 that player 2 plays No Attack.

As a unique best reply, she plays No Attack. Applying this argument inductively for

each type , one concludes that the incomplete-information game is dominance-solvable,

and the unique rationalizable action for all types is No Attack.
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Now imagine a researcher who believes in Pareto-dominant equilibrium, in that she

believes that the player ought to coordinate on an equilibrium that is better than all

equilibria for all players if such an equilibrium exists. What can she conclude from

her solution concept? In the complete information game, she would conclude that the

players attack, while in the incomplete information game she would conclude that the

players do not attack. What should she predict in a given situation? The answer seems

to be clear. He could ask if it is common knowledge that  = 23. If the answer is Yes,

she would predict Attack. If the answer is No, then she would figure out the beliefs of

the type, and if it is as in one of the types in the incomplete information game, then

she would predict No Attack. Unfortunately, however, it is an understatement that a

researcher may not be able to access to the players’ entire hierarchy of beliefs. After all,

the players’ actual beliefs may not be as clearly articulated as those of the types in type

spaces. In order to explore the implications of such an incomplete knowledge of beliefs,

suppose that the researcher can learn only finitely many orders of beliefs. For example,

she can learn whether the player knows that  = 2, whether she knows that the other

player knows that  = 2, and so on up to a finite order, but she cannot learn whether

it is common knowledge that  = 2. In that case, the researcher cannot verify that

the players will attack even if she observes that the players know that  = 2, that the

players know that everybody knows that  = 2, and so on, no matter how many times we

repeat the clause. If it is common knowledge that  = 2 as in the complete information

game, then the researcher verifies that there is mutual knowledge of  = 2 at the order 

that she can check, but she cannot verify whether the actual type is as in the complete

information game or whether it is a type 0   in the incomplete information game,

failing to verify that there will be an attack. What if the actual beliefs are as those of

a type  in the incomplete information game? In that case, the researcher can find this

out if she can learn the beliefs up to some order   . He could then verify that the

actual type is  from ̃ and confirm that the player will not attack. (To see the latter

confirmation, notice from the above analysis that if a type’s first th order beliefs are

as in type , then her only rationalizable action is , as  is eliminated at round  + 1.)

Should the researcher then select the No Attack in the complete information game?

It turns out that the same criticism applies if she selected No Attack. Indeed, if we

replace  = −2 with  = 6, we obtain another model, for which Attack is the unique
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rationalizable action. We consider type space ̂ = {−1 1 3 5 } × {0 2 4 6 } and
the common prior  on Θ× ̂ where

( = 6 1 = −1 2 = 0) = 12
( = 2 1 = 2− 1 2 = 2− 2) = 122

( = 2 1 = 2− 1 2 = 2) = 122+1

for each integer  ≥ 1. One can easily check that this game is dominance-solvable, and
all types play Attack.

Note that for   0 type  knows that it is th-order mutual knowledge that  = 2

but she does not know if the other player knows this, assigning probability 23 to the type

who only knows that it is −1th-order mutual knowledge that  = 2. While the interim
beliefs of the types with low  differ substantially from those of the common knowledge

type, the beliefs of the types with sufficiently high  are indistinguishable from those of

the common knowledge type according to the researcher above. But it is the behavior

of those far away types that determines the behavior of the indistinguishable types; the

unique behavior of  = −1, determines a unique behavior for  = 0, which in turn

determines a unique behavior for  = 1, which in turn determines a unique behavior

for  = 2 . . . up to arbitrarily high orders. A generalization of such a contagion

argument leads to the Structure Theorem below, establishing a general structure of

ICR and characterizing the robust predictions of any rationalizable solution concept to

higher-order beliefs. In the meantime the next section introduces the model.

11.2 Model

Fix a finite set  = {1  } of players and a finite set  of action profiles. Let Θ∗ =¡
[0 1]

¢
be the space of all possible payoff functions. For any  = (1  ) ∈ Θ∗

the payoff of player  from any  ∈  is ( ) = (). Note that  is continuous.

Consider the Bayesian games with varying finite type spaces (Θ  ) with Θ ⊂ Θ∗.

Recall that for each  in , one can compute the first-order belief 
1
 () about , the

second-order belief 2 () about
¡
 1−

¢
, and so on, where the dependence of  on

(Θ  ) is suppressed for simplicity. The type  and (Θ  ) are meant to model the

infinite belief hierarchy

() =
¡
1 () 

2
 () 

¢
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The universal type space, denoted by  ∗ throughout the chapter, consists of all

belief hierarchies generated by all type spaces (Θ  ). These hierarchies incorporate a

common knowledge assumption that the belief hierarchies are coherent : any two higher-

order beliefs  () and 
0
 () induce the same probability distribution on lower order

beliefs
¡
 1−(−)     


−(−)

¢
where   min { 0}. For example, both the first-order

belief 1 () and the marginal distribution margΘ
2
 () of the second-order belief on Θ

are probability distributions on Θ; hence coherence requires that they must be equal:

1 () = margΘ
2
 (). As it turns out, by Kolmogorov’s Extension Theorem, any such

hierarchy can be generated by a probability distribution ∗ (·|()) ∈ ∆ (Θ×  ∗=), in

that each th-order belief  () is the marginal distribution of 
∗
 (·|()) on the space

of lower-order beliefs
¡
 1− 

2
−  

−1
−

¢
. Thus, (Θ∗  ∗ ∗) is a type space. Since

the beliefs ∗ (·|()) are identified from hierarchies (), the beliefs 
∗
 (·|()) will

be omitted below. This shows that Harsanyi’s idea of modeling incomplete information

is without loss of generality, so long as one is willing to assume common knowledge of

coherence.1

As in the examples above, assume that, in the modeling stage, the researcher can

have information only on finite orders of beliefs 1 () 
2
 ()  


 (), where  can be

arbitrarily high but finite and the information about these finite orders can be arbitrarily

precise (without knowing 1 () 
2
 ()  


 ()) If we consider the open sets generated

the sets of hierarchies such a researcher can find possible, then we obtain the following

(point-wise) convergence notion: For any sequence of types () and any type , the

sequence () converges to type  if th-order beliefs under () converge to the

th-order belief under  for each  pointwise, i.e.,

()→  ⇐⇒  (())→  () ∀ (11.10)

Here  (())→  () in the usual sense of convergence in distribution (i.e. for every

bounded, continuous function  ,
R
 (())→

R
 ()). The convergence here is

pointwise in that we consider convergence of the th-order beliefs for each  separately

(as opposed to requiring to be uniform over all ). The topology on  ∗ associated

with the convergence notion in (11.10) is called the product topology. Here, it is defined

directly on the types in usual type spaces transparency.

1Technically, the set of available belief hierarchies also depend on the topology on Θ, ∆ (Θ),

∆ (Θ×∆ (Θ)), and so on.
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For example, the sequence of types  from ̃ converges to  (2). To see this,

observe that there is th-order mutual knowledge of  = 2 according to any type   ,

and hence for any fixed , the th order beliefs become identical to those of  (2) as

 goes to infinity. Similarly, the sequence of types  from ̂ also converges to  (2).

11.3 Robustness to Incomplete Information

This section presents a general structure theorem for ICR: for any Bayesian game B =
(Θ   ), if  ∈ ∞ [], then there exists another Bayesian game B0 with a type
0 such that  and 0 have "similar" belief hierarchies, and yet  is the only ICR action

for 0, i.e., 
∞
 [

0
] = {}. In particular, for each rationalizable action of a given type ,

there is a sequence of types  () that converges to  in the sense of (11.10) and the given

action is the unique ICR action for types  (). For example, in the e-mail game, for the

ICR action  of the complete information type  (2), the types  from ̃ converge to

 (2) and  is the only ICR action for . For the ICR action , the types  from ̂

play that role.

This implies that any refinement of rationalizability will be highly sensitive to higher-

order beliefs. In particular, if a prediction is not valid under an ICR solution (but it

is possibly valid for a refinement of ICR), then it will not be robust to perturbation of

higher-order beliefs under any refinement of ICR.

Conversely, if a prediction is valid under all ICR solutions, then it will be ro-

bust to small perturbations of higher-order beliefs. This is because the ICR is upper-

hemicontinuous with respect to belief hierarchies, so that the variations of the very high

orders of beliefs do not expand the set of ICR actions. For example, in the e-mail game,

the types  in type spaces ̃ and ̂ converge to the common knowledge type  (2).

For types  in ̃ , the unique rationalizable action is , and  remains to be an ICR

action for the limiting type  (2). For types  in ̂ , the unique rationalizable action

is , and again  remains to be an ICR action for the limiting type  (2).

11.3.1 Upper-hemicontinuity of ICR

Theorem 11.1 ∞ is upperhemicontinuous in  under the convergence notion in (11.10).
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Proof. Assuming that ∞ is a function of hierarchies, the result follows from applying

Theorem 3.4 to the Bayesian game (Θ∗  ∗   ∗), defined in the previous section,

where the universal type space  ∗ is endowed with the product topology in (11.10). To

check the conditions of Theorem 3.4, first note that, since  is finite, Θ∗ is a compact

metric space, as it is a subset of R|× |. Second, it is well-known that in that case  ∗

is also a compact metric space. Finally,  is continuous, and ∗ (·| ()) is also known
to be continuous in  (). Therefore, by Theorem 3.4, ∞ is upper-hemicontinuous on

(Θ∗  ∗   ∗).

Theorem 11.1 can be spelled out as follows. For any sequence () and any type 

with () →  as in (11.10), if  ∈ ∞ [()] for all large , then  ∈ ∞ [] Note

that since  is finite, a sequence () converges to  if and only if () =  for all large

. Hence, the last statement states that if ()→  for some () ∈ ∞ [()]then

 ∈ ∞ []. To appreciate the result, consider the following two implications.

Fact 11.1 For any upperhemicontinuous solution concept  that maps each  to a subset

 [] ⊆ 

1.  is invariant to the way hierarchies of beliefs are modeled, i.e., () =  for

any two types  and 
0
 with () = (

0
);

2.  is locally constant when the solution is unique, i.e., if  [] = {} then for any
sequence ()→   [()] = {} for all large .

Exercise 11.1 Prove these facts.

The proof of Theorem 11.1 above assumed that ∞ is invariant to the way hierarchies

of beliefs are modeled, i.e., the set of ICR actions are identical for any two types with

identical belief hierarchies. Theorem 11.1 generally holds without this assumption, and

the above fact shows that Theorem 11.1 implies such an invariance as a corollary.

Many solution concepts, such as Bayesian Nash equilibrium, are upper-hemicontinuous

with respect to the payoff parameters within a simple model. What is unusual about the

ICR is that it is upper-hemicontinuity with respect to beliefs in the sense (11.10), which

allows the types () to come from different type spaces. For example, as it has been

shown in Section 3.3.4, interim independent rationalizability and Bayesian Nash equi-

librium are not not invariant to the way hierarchies are modeled. Hence, these solution
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concepts are not upperhemicontinuous under (11.10). Indeed, the structure theorem

below will imply that there is no strict refinement of ∞ that is upper-hemicontinuous

in that sense.

The meaning of upper-hemicontinuity to economic modeling is as follows. Consider

the researcher at the beginning of Section 11.2, who has noisy information about finite

orders of beliefs
¡
1 () 

2
 ()  


 ()

¢
 Suppose that a type ̂ from some type space

̂ is consistent with her information. Upper-hemicontinuity states that if  is sufficiently

high and the noise is sufficiently small, then the researcher will be sure that all of the

rationalizable actions of the actual type is in ∞ []. That is, the predictions of the

ICR for ̂ (i.e. the propositions that are true for all actions in ∞ []) remain true

even if there is a small misspecification of interim beliefs due to lack of information,

and the researcher can validate these predictions. I will call such predictions robust

to misspecification of interim beliefs. The structure theorem implies the converse of

the above statement, showing that the only robust predictions are those that follow

rationalizability alone.

I will now present a structure theorem that establishes that without knowledge of

infinite hierarchies one cannot refine interim correlated rationalizability. In that in order

to verify any predictions that relies on a refinement, the researcher has to have the

knowledge of infinite hierarchy of beliefs.

11.3.2 Structure Theorem

Theorem 11.2 (Structure Theorem) Let (Θ   ) be any Bayesian game as

described in Section 11.2,  ∈  be any type, and  ∈ ∞ [] be any ICR action for

type . Then, there exists a sequence of Bayesian games (Θ    ) with types

() ∈ 
 such that

1. ∞ [()] = {};

2.  (())→  () for all  as →∞, and

3. each (Θ  ) is a finite type space with common prior .

Moreover, every open neighborhood of  under (11.10) contains an open subset on

which  is the only rationalizable action.
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Broadly speaking, the structure theorem establishes that any rationalizable action

 can be made uniquely rationalizable by perturbing the interim beliefs of the type.

Since ICR is upperhemicontinuous, the previous fact implies that  remains the unique

rationalizable action under further small perturbations. That is,  remains as the

unique rationalizable action over an open neighborhood of the perturbed type, as in

the last statement of the structure theorem. It is also well known that any such open

neighborhood contains a type coming from a finite type space with a common prior, as

in Part 3.

Note that the theorem does not put any restriction on the original type space

(Θ  ); it can be infinite or may not admit any common prior model. The only

restrictions are the ones imposed in the modeling section. That is,  is finite, and Θ is

represented as a subspace of Θ∗ (without loss of generality), rendering  continuous in .

Despite this, it imposes strong restrictions on the perturbed types, by requiring that they

come from finite types with a common prior. This leads to a stronger result. The use of

ICR as the solution concept also makes the structure theorem stronger because ICR is

weaker than all of the solution concepts that will be analyzed in this course, including

Bayesian Nash equilibrium and interim independent rationalizability. This is because

the structure theorem on ICR implies the same structure theorem on its refinements as

a corollary:

Corollary 11.1 Let Σ be a non-empty solution concept such that Σ [] ⊆ ∞ [] for

every type profile  in every Bayesian game. Let also (Θ   ) be any Bayesian

game as described in the model,  ∈  be any type, and  ∈ ∞ [] be any ICR action

for type . Then, there exists a sequence of Bayesian games (Θ    ) with

types () ∈ 
 such that

1. Σ [()] = {};

2.  (())→  () for all  as →∞, and

3. each (Θ  ) is a finite type space with common prior .

Moreover, every open neighborhood of  under (11.10) contains an open subset 

such that Σ [
0
] = {} for all 0 ∈  .
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In order to spell out the implications of the structure theorem for economic modeling,

consider the researcher above, who can observe arbitrarily precise noisy signal about

arbitrarily high but finite orders of beliefs. There are infinitely many types from various

type spaces that are consistent with information. Suppose that she chooses to model the

situation by one of these types, denoted by ̂. Note that the set of possible types that is

consistent with her information leads to an open neighborhood of ̂. Consider any  that

is rationalizable for ̂. The structure theorem states that the set of alternatives types

has an open subset on which  is uniquely rationalizable. Hence, she cannot rule out

the possibility that  is the unique solution in the actual situation or in the alternative

models that are consistent with her information. Moreover, if  is uniquely rationalizable

in the actual situation, she could have learned that the actual situation is in the open

set on which ai is uniquely rationalizable by obtaining a more precise information about

higher orders of beliefs. Therefore, she could not rule out the possibility that she could

have actually verify that ai is the unique ICR action.

Now suppose that the researcher uses a particular non-empty refinement Σ of ICR as

her solution concept. Since Σ has to prescribe  to  when  is uniquely rationalizable

for , and since she cannot rule out the possibility that  is uniquely rationalizable,

she cannot rule out the possibility that her solution concept prescribes  as the unique

solution. Hence, in order to verify a prediction of her refinement, it must be the case

that her prediction holds for . Since  is an arbitrary ICR action, this implies that

the only predictions of her solution concept that she can verify are those that she could

have made without refining ICR.

Exercise 11.2 Using the structure theorem, show that ∞ does not have an upperhemi-

continuous non-empty strict refinement, i.e., if  is non-empty, upperhemicontinuous

and  [] ⊆ ∞[] for all , then  = ∞.

A major assumption in the formulation of the structure theorem is that the space

Θ∗ of possible payoff parameters is so rich that every action can be made dominant

under some parameter value. This richness assumption holds in the above treatment

because Θ∗ is taken to be space of all payoff function. While this assumption makes sense

when the underlying game is static and one is willing to relax all common knowledge

assumptions on payoffs, it does not hold otherwise. For example, in a dynamic game, the

richness assumption fails typically because two distinct strategies often lead to the same
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outcome for some strategy of another player. If one is willing to make the assumption

that it is common knowledge that some payoff function is not possible, this assumption

fails again. There are many recent extensions in this and other directions, as I will

discuss below.

11.3.3 Common -Belief and Strategic Topology

The premise of the previous analyses is that two situations are similar if the players’ th-

order beliefs are similar up to a large but finite , reflecting the idea that a researcher may

not be able to observe the entire hierarchy of beliefs. Of course this does not mean that

the game theoretical predictions will also be similar. As the structure theorem shows,

without having access to infinite-order beliefs, the predictive power of game theoretical

models is bounded by the predictive power of ICR, which is assumed to be limited

in many situations. Alternatively, one may try to determine when two situations are

"strategically similar" in the sense that the game theoretical solutions are similar (under

a given solution concept). This is helpful in determining the main features of belief

hierarchies that lead to a certain prediction and determine what we need to know about

the belief hierarchies in order to verify a given prediction for a given situation. This

alternative approach is formulated by strategic topology, which describes how similar

belief hierarchies are in the strategic sense above.

This section is devoted to exploring main features that makes two hierarchies strategi-

cally similar. The main issue turns out to be how to define "almost common knowledge".

The e-mail game example takes "almost common knowledge" as mutual knowledge at

very high orders, while structure theorem takes it as approximate mutual knowledge

at arbitrarily high but finite orders. It turns out that one needs approximate mutual

knowledge at all orders in order for game theoretical solutions to be similar to those in

the common knowledge case. This notion, due to Monderer and Samet (1989), is called

common -belief. As the structure theorem suggests, this notion requires knowledge of

infinite hierarchies of beliefs, even though it does not require that one knows the entire

hierarchy precisely in order to verify a prediction.

Formally, consider a model (Ω  ) for a set of players  = {1     }. A player 
is said to -believe in event  at state  if  () ≥ ; that is player  assigns at least
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probability  on . Write



 () = {| () ≥ }

for the set of states at which player  assigns at least probability  on event . For any

p = (1     ), write

 = ∩
 () = {| () ≥  ∀}

for the set of states at which every player  assigns at least probability  on event .

Towards defining common p-belief, for any event  define sets  () for  ≥ 0 by

0 () = ;

 () = −1 () ∩ ( ()) (  0) 

The event common -belief in  is defined as

 () =
T

 () 

There is common -belief in  at state  if  ∈  (). It is customary to write common

-belief and  () instead of common (     )-belief and () (), respectively.

A special case of -belief arises for  = 1. This case is referred to as certainty and

often used as a more realistic notion of knowledge than the one defined in Section ??.

Common certainty in event  is defined as common -belief in  for  = 1, i.e., 1 ().

Remark 11.1 The key distinction between -belief and knowledge is that the Truth Ax-

iom holds for knowledge but not -belief or certainty. One cannot know a falsehood but

can be certain about it. When a player  knows an event , event  must be true, i.e.,

 ⊂ . In contrast, in real life, most people are certain about many things that are

patently false according to others. In particular, 

 () need not be contained in  (even

for  = 1). That is why the above definition is somewhat nuanced, repeating lower-order

events when assuming -belief in higher orders:

 () =  ∩ () ∩ ( ∩ ()) ∩ ( ∩ () ∩ ( ∩ ())) ∩ · · ·

That is,  is true; everybody p-believes in ; everybody p-believes in that  is true and

everybody p-believes in , and so on.
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As in the case of common knowledge, common p-belief is closely related to evident

events. An event  is said to be p-evident if

 ⊂  ( ) 

That is, whenever  occurs, every player  assigns at least probability  to event  .

Lemma 11.1  () is p-evident. In particular,  ∈  () if and only if  ∈  ⊂ 

for some p-evident  .

For a type space (Θ  ), one can define the above concepts by taking Ω = Θ× 

and  ( ) = {} × Θ × −, so that each player knows her own type and nothing

more. Interestingly, since each player knows her own type, for simple events of the

form  = Θ × 1 × · · · ×  ⊂  , for any p À 0 mutual p-belief implies truth, i.e.,

 () ⊂ , simplifying the iterative definition of common p-belief:

 () =  ∩ () ∩ ( ()) ∩ · · ·

as in the case of common knowledge. Moreover for any  = Θ0×1× · · · ×, we can

write

 () = Θ0 × ̄ ()

for some ̄ () = ̄

1 ()× · · · × ̄

 () where ̄

 () ⊂  for each .

The main attraction of common p-belief is that the strategic behavior is somewhat

continuous with respect to p. In particular, if it is common p-belief that the payoffs

are as in a complete information game , then any equilibrium of  remains as an

approximate equilibrium for large p in that the payoff gain from deviation for a player

 cannot exceed

(1− )max
0

| ( )−  ( 
0)| 

This is often referred to as the Basic Lemma. In contrast, in the e-mail game, the payoff

gain from deviation is independent of the order in which the payoffs are mutually known,

and thus the players have substantial incentive to deviate as we approach common

knowledge. The following result states some useful variations of the basic lemma. Note

that -Bayesian Nash equilibriummeans that the gain from a deviation cannot be greater

than  for any type; in particular, 0-Bayesian Nash equilibrium is simply a Bayesian Nash

equilibrium.
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Theorem 11.3 For any complete information game ̂ = ( ̂) and Bayesian game

B = (Θ    ) with  : Θ×→ [0 1]

, write Θ̂ = { ∈ Θ| ( ·) = ̂} for the set

of states at which the payoffs are as in the complete information game. Assume that B
satisfies the conditions for existence of equilibrium in Theorem 3.1. Then, the following

are true.

1. for every equilibrium ∗ of game , there exists a (1− )-Bayesian Nash equilib-

rium ∗ of B such that ∗ () = ∗ for every  ∈ ̄
³
Θ̂× 

´
.

2. for every p-dominant equilibrium ∗ of game , there exists a Bayesian Nash

equilibrium ∗ of B such that ∗ () = ∗ for every  ∈ ̄
³
Θ× ̂

´
where ̂ =

{| ( ( ·) = ̂|) = 1} for each .

Proof. (Part 1) Modify B by setting the action space of each type  ∈ ̄



³
Θ̂× 

´
as

{∗ }. Consider any Bayesian Nash equilibrium ∗ of the modified game, where ∗ () = ∗

for every  ∈ ̄
³
Θ̂× 

´
. It is easy to see that ∗ is a (1− )-Bayesian Nash equilibrium

of B. Indeed, for any type  6∈ ̄



³
Θ̂× 

´
, ∗ () is a best response 

∗
− in game B

because ∗ is an equilibrium in the modified game, where  can play any action in .

Now consider any type  ∈ ̄



³
Θ̂× 

´
. Type  assigns at least probability  on the

event that the payoffs are as in  and the other players play according to equilibrium

∗− of :

Pr( ∈ Θ̂ ∗− (−) = ∗−|) ≥ (Θ̂× ̄

−(Θ̂×  )|) = (

(Θ̂×  )|) ≥ 

where the first inequality is due to the fact ∗− (−) = ∗− for any − ∈ ̄



³
Θ̂× 

´
; the

equality is by definition, and the last inequality is because  () is a p-evident event.

Since ∗ is a Nash equilibrium under Θ̂, the gain from any deviation is non-positive when

 ∈ Θ̂ and ∗− (−) = ∗−. Since the probability of the remaining set is at most 1 − 

and the payoffs are in [0 1], the expected gain from deviation can be at most 1− .

(Part 2) Define ∗ as in the first part. Once again, only types  ∈ ̄



³
Θ̂× ̂

´
can

have an incentive to deviate. But any such type  assigns at least probability  to

types ̄

−

³
Θ̂× ̂

´
who play ∗−. But 

∗
 is a best response to such a belief because 

∗

is p-dominant equilibrium of game  and the payoffs of type  are as in game .

Theorem 11.3 states that equilibria under common knowledge extend to model with

high common -belief. The first part states that all equilibria remain approximate
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equilibria under common -belief for large  as (1− )-equilibrium. The second part

states that any p-dominant equilibrium remains an equilibrium whenever it is common

p-belief the players know that their own payoffs are as in a complete information game–

even if they may face uncertainty about other players’ payoffs.

Strategic Topology In order to study similarity of belief hierarchies in terms of their

strategic implications more generally, one extends the above ideas beyond the complete

information case. This is formally done by imposing a topology on belief hierarchies

under which the solution concept remains continuous. In general, if action space  and

utility function  : Θ× → [0 1]

is fixed, for discrete , one can simply declare two

hierarchies similar if the set of solutions is identical in the two situations. It is not clear

what kind of general insights one can obtain from such an analysis. Alternatively, one

can require two hierarchies to lead to similar solutions for all  and , as in the case of

common p-belief above. Dekel, Fudenberg and Morris (2006) define a strategic topology

for ICR on the belief hierarchies. Formally, this is accomplished through a convergence

notion for types as (11.10), as follows.

Fix  and Θ, and varying type spaces (Θ  ), where types can come different

type spaces. Action space  and utility functions  : Θ× → [0 1]

also vary, where

 is finite. A sequence of types  (), coming from type spaces (Θ  ), is said

to converge strategically to a type , from a type space (Θ  )  if for every game

B = (Θ    ) and every action  ∈ , the following conditions are equivalent:

1.  ∈ ∞ [|B] (i.e.,  is interim correlated rationalizable for type  in game B);

2. for every   0, there exists ̄ such that for every  ≥ ̄,  ∈ ∞ [ () |B]

where B = (Θ    ).

The requirement that (2) implies (1) is upperhemicontinuity, which holds under the

convergence notion (11.10) by Theorem 11.1. The more onerous requirement is that

(1) implies (2)–lowerhemicontinuity. More importantly these conditions are required

for all games. As the structure theorem suggests such a convergence requirement is

difficult to satisfy, in that there are few cases that are strategically similar under all

possible games. Chen et. al. (2010,2017) characterize the strategic topology in terms

of more familiar notions, and their results demonstrate that this is indeed the case.
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For example, they show that strategic convergence implies that all common p-belief

assumptions under  hold approximately for large .
2 When  comes from a finite type

space, the converse is also true. In that case, there are several other characterizations

of strategic convergence. One such characterization is that convergence in (11.10) is

uniform in ; that is, sup 

¡
 ( ())  


 ()

¢
goes to 0 as→ 0, where  measures

the distance between th-order beliefs. (In the same vein, Ely and Peski (2011) show

that any type that makes any non-trivial common -belief assumption is critical under

the strategic topology.)

In summary, as in the complete information case, the main feature that determines

the strategic implications of a belief hierarchy is the set of events that are common p-

belief as a function of p. In order to learn these events, one needs to know all hierarchies

of beliefs sufficiently precisely. In particular, one cannot verify a prediction by looking

at the finite orders of beliefs–unless it holds under all rationalizable solutions.

11.3.4 Ex-Ante Robustness

We have so far taken an interim view: at the time of modeling, the players have their

private information already. In some situations, a researcher may know how players

obtained their information at an ex-ante stage. A poker game would be a good example

of such a situation: first there is an ex-ante stage at which no player has information,

and each player learns her own hand at the interim stage after the game cards are dealt.

For such a situation, a weaker notion of robustness may be more appropriate: ex-ante

robustness. Under this notion, which is due to Kajii and Morris (1997), it suffices to

consider only ex-ante perturbations, by assigning a very high ex-ante probability to the

original situation, and considering only the behavior of likely types in the perturbed

model. In that case, one can obtain a robust equilibrium selection, which is not possible

from an interim perspective according to the structure theorem.

Formally, fix a finite complete information game  = ( ̂). An -elaboration of

2Formally, for any event ,   0 and  ≥ 1, define a neighborhood  =©
( −) |

¡
( −) 

¡
0 0−

¢¢ ≤  for some
¡
0 0−

¢ ∈ 
ª
of event  where  measures the distance

according to th-order beliefs using Prohorov metric on probability distributions. Under strategic on-

vergence if there is common p-belief in  under , then for every ( ) there is common (p− (     ))-
belief in  under  () for sufficiently large .
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 is a Bayesian game = (Θ   ) with common prior such that with probability

at least 1− ,

1. payoffs are as in ̂ and

2. every player  knows that her own payoff function is ̂.

An equilibrium ̂ ∈ ∆ () is (ex-ante) robust if for every   0 there exists   0

such that every every -elaboration has an equilibrium distribution  on  such that

| ()− ̂ ()|  . That is, equilibrium ̂ must extend to incomplete information games

in which the complete information game has a high ex-ante probability.

There are two cases in which an equilibrium extends to elaborations. First, note

that 0-elaborations are correlated equilibria, and the set of distributions induced by -

elaborations are upperhemicontinuous with respect to . Hence, if there is a unique cor-

related equilibrium in the complete information game, then all equilibrium distributions

induced by -elaborations will be nearby the unique correlated equilibrium, rendering

that equilibrium ex-ante robust. Second, if an event has high ex-ante probability, then

it will be also be common p-belief with high probability. Then, by the second part

of Theorem 11.3, each p-dominant equilibrium of complete information extends to an

elaboration where the p-dominant equilibrium is played by the types with common p-

belief of event described in the definition of elaboration. The probability of those types

approach 1 as  → 0 when 1 + · · · +   1. Therefore, any p-dominant equilibrium

with 1+ · · ·+  1 is ex-ante robust. In particular, in 2×2 games, any risk-dominant
equilibrium is ex-ante robust. This is formally stated next.

Theorem 11.4 An equilibrium ̂ is ex-ante robust if it is the unique correlated-equilibrium

distribution; a p-dominant equilibrium is ex-ante robust whenever 1 + · · ·+   1.

11.3.5 Common Belief Foundations of Global Games

As in the previous chapter, global games literature takes a familiar signal generation

process with additive noise and often proposes an equilibrium selection for complete

information games according to risk dominance. The structure theorem shows that risk-

dominance selection is derived by the form of incomplete information, one could select

any equilibrium by devising a suitable form of small incomplete information. One may
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ask: what features of higher-order beliefs lead to risk-dominance? As it is explained

in the definition of strategic topology, the main strategically relevant feature of higher-

order beliefs is the set of common p-belief events as a function of p? Following Morris,

Shin, and Yildiz (2016), this section shows that indeed it is common p-belief of the event

that the players have approximately uniform rank beliefs that leads to risk-dominance.

Consider a Bayesian game B = (Θ    ) with payoff matrix

 

 1 (1)  2 (2) 1 (1)− 1 0
 0 2 (2)− 1 0 0

as in the canonical global games example. Here, the return  () from investment for

player  is written as a function of her own type so that she knows her payoffs. In

the previous chapter this was taken as , but note that one can incorporate that case

by setting  () =  [|]. The only assumption on the type space is that  and
 are continuous functions of , and the pre-images 

−1
 ([ ̄]) of compact intervals

are sequentially compact. In particular,  can be the universal type space or a high-

dimensional type space.

The first observation is that there are multiple equilibria whenever there is common

-belief of payoffs that support multiple equilibria under complete information. This is

established next as a corollary to Theorem 11.3 (part 2).

Corollary 11.2 Define

  = {|   ()  1−  for all } 

There exist Bayesian Nash equilibria ∗ and ∗∗ such that

∗ () =  and ∗∗ () =  ∀ ∈ 1− () 

Towards providing a common belief foundation for risk dominance, next define rank

belief functions. Since  can put point masses, one needs to define two distinct notions

of rank beliefs:

̄ () = Pr ( () ≤  () |) and  () = Pr ( ()   () |) 
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Rank beliefs are said to be approximately uniform (-uniform) if they are within -

neighborhood of 1/2:

 =
©
|12−    () ≤ ̄ ()  12 +  for all 

ª


Similarly, risk dominance is also defined as a function of : action  is -risk-dominant

if  ()  12 + :

 = {| () ≥ 12 +  for all } 
The next result establishes the common belief foundations of risk-dominance:

Proposition 11.1 Assume 1− () is closed. Action ( ) uniquely rationalizable

whenever  is 2-risk dominant and there is common 1−-belief in -uniform rank beliefs,
i.e., for any

(1 2) ∈ 1−1− () ∩2

The proposition establishes risk dominance as a property of belief hierarchies (namely

common belief in approximately uniform rank beliefs) without explicitly referring to gen-

eral structure of the type space other than the assumption that the event 1− ()

is a closed set. Under the usual information structures in global games it is straight-

forward to establish this result. The main attraction of this result is that it applies to

arbitrary type spaces including multi-dimensional type spaces with little structure.

Note that the proposition does not assume existence of dominance regions explic-

itly. When 1− () is closed, there will be dominance regions and there will be

sufficient contagion from those regions to the hierarchies in 1− (). Existence

of dominance regions does not lead to uniqueness, and there can be multiplicity under

common certainty of uniform rank beliefs when 1− () is not closed.

11.4 Linear Algebra of Higher-Order Beliefs

This section introduces a useful formulation of higher-order beliefs, building on Samet

(1998). This formulation allows one to use the tools from linear algebra and Markow

chains to study higher-order expectations.

Fix a finite Bayesian game B = (Θ   ) and a finite epistemic model  =

((Ω  ) θ ta) for B. Recall that Ω is a finite state space;  is a partition of Ω for
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each  ∈  , where the cell  () is the set of states that player  cannot distinguish from

;  is a probability distribution on Ω that puts probability 1 on (); θ, t, and a

are mappings from Ω to Θ,  , and , respectively, so that θ (), t (), and a () are

the payoff parameter, type profile and action profile, respectively, at state . For each

player , , t (), and a () are all constant over each information set () of player

, as player  knows her own belief, type and action. The players’ beliefs about ( −)

in the epistemic model are identical to the beliefs in the Bayesian game:

 ◦ (θ t−)−1 =  (·|t ()) ∀ 

The main focus in this section is on the higher-order beliefs of types, and the actions

are ignored. A typical epistemic model is given by the type space itself, so that Ω = Θ×
and ( ) = {} ×Θ× −. In general, an epistemic model can be richer.

Players are said to be non-delusional if

 ()  0 ∀  (11.11)

Note that this implies that  (
0)  0 for each 0 ∈  ().

Recall that something is said to be common knowledge if it is true throughout the

model. Since Ω may contain multiple "submodels" as subspaces, it will be useful to

define the information partition associated with the notion of common knowledge. In

general, each "submodel" contained in Ω will be a subset of Ω that could be viewed

as a model in itself under the information partition . Formally, let  be the finest

partition of Ω that is weakly coarser than each partition . Writing  () for the cell

in  that contains , note that

 () =
[

0∈()
 (

0)

for each player . That is, each common knowledge information set can be partitioned

using the information sets of each player. Hence, each  () can be viewed as a state

space for a model in itself. Moreover,  () is the smallest such model that contains

. That is, for any 0 00 ∈  (), there exists a player  who cannot distinguish

0 and 00, i.e., 0 ∈  (
00). In a well-written applied model, we would typically have

 () = Ω. An event  is said to be common knowledge at  if  () ⊆ .

The linear algebra of beliefs is as follows. Any belief  ∈ ∆ (Ω) on Ω can be written

as a row vector  ∈ RΩ where
P

  () = 1. Likewise any function  : Ω → R can be
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written as a column vector  ∈ RΩ. The expected value of  under belief  is simply

the inner product of these two vectors:

 [ ] = 

For any function  and a player , one can define the state-dependent expectation of 

for player  by

 [ ] () ≡  [ ] ≡ 

defining a function  [ ] ∈ RΩ.

The players’ types can be represented by a "transition matrix" on states as follows.

Define a matrix  by

 ( 
0) =  (

0) 

where the rows and columns are indexed by the states. Here, each type corresponds a

row of matrix . Since each of these rows are probability distribution, the matrix 

is row-stochastic, i.e., its rows add up to 1. Multiplying any belief  on Ω with , one

can obtain another belief  on Ω; hence the term "transition matrix".

One can use the matrices  to calculate players’ expectations and higher-order

expectations as follows. For any function  , the expectation of  for player  is simply

the product of matrix  and  :

 [ ] =

These are interim expectations:  [ ] is a function (a column vector) that gives the

expectation according to type t () at each . This immediately leads to a simple

formula for calculating higher-order expectation of any function. Consider any sequence

1 2      of players, and let 21 [ ] be the expectation by  of expectation by −1

of . . . expectation by 1 of  . This is a th-order expectation when 1 6= 2 6= · · · 6= .

This expectation is computed simply by

21 [ ] = · · ·21

using matrix multiplication. Since a player knows her own beliefs, her expectation of

her own expectation is simply her expectation, and therefore one can ignore the pairs

 = +1 in a chain. This fact is left as an easy exercise:
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Exercise 11.3 Prove the following:

t (1) = t (2)⇒ (1 ) = (2 ) ∀
 = 

Here, the first equality states that player  knows her beliefs, and the second equality

states that her expectation of her own expectations are themselves. The next example

illustrates the above operations on a simple model.

Example 11.1 Consider a model with two players and two states:  = {1 2} and
Ω = {0 1}. Player 1 knows the state, i.e., 1 = {{0}  {1}}, while Player 2 cannot
distinguish the states, i.e., 2 = {Ω}. Player 2 assigns probability 2 () to state . The
matrices 1 and 2 can be written as

1 =

"
1 0

0 1

#
and 2 =

"
2 (0) 2 (1)

2 (0) 2 (1)

#


respectively. Since Player 1 knows the true state, 1 is an identity mapping, assigning

probability 1 to the true state at each state. Player 2 does not have any private informa-

tion, and hence her beliefs are independent of the state. Define function  by  (0) = 1

and  (1) = 0. Then, the first-order expectation of  for players 1 and 2 are

1
1 [ ] = 1 =

"
1 0

0 1

#"
1

0

#
=

"
1

0

#
and

1
2 [ ] = 2 =

"
2 (0) 2 (1)

2 (0) 2 (1)

#"
1

0

#
=

"
2 (0)

2 (0)

#


respectively. The higher-order expectations are trivial. Along any sequence 1 2     

in which  = 2 for some , we have

12 [ ] = · · ·1 = 1
2 [ ] ;

the higher-order expectations reduce to the first-order expectation of Player 2, who does

not have any private information.

The size of each matrix  is given by the cardinality of the state space, which can

be quite large in practice. Fortunately, one can use smaller operators in computing



334CHAPTER 11. INCOMPLETE INFORMATIONANDHIGHER-ORDERBELIEFS

higher-order expectations. Since the beliefs of a player remain constant along each of

her information set, one can reduce the size of the above matrices as follows. Suppose

there are two players:  = {1 2}, and index the information sets of players 1 and 2 as
{1    1} and {1    2}, respectively. For any player  and any function  , one can

write the first-order expectation as

̄1
 [ ] =

⎡⎢⎢⎣
 [ |1]
...

 [ |]

⎤⎥⎥⎦
where  [ |] is the expected value of  on the information set  of player , using

belief  for some  in that information set. One can also rewrite the transition matrix

 as an  × matrix ̄ by setting

̄ ( ) =  () for some  with  () = 

for each information set  of player  and information set  of player  6= . Then, along

any sequence 1 2      with 1 6= 2 6= · · · 6= , the th-order expectation of  can be

computed by

̄21 [ ] = ̄ · · · ̄2̄
1
1
[ ] 

as a function of information sets of player . The following example illustrates this and

some other useful techniques for computing the higher-order expectations.

Example 11.2 Consider the following commonly used binary type space with a common

prior where  = {1 2} and Θ = 1 = 2 = {0 1}. Ex-ante, each  is equally likely:

Pr ( = 0) = Pr ( = 1) = 12. Conditional on , the types 1 and 2 are independently

distributed with Pr ( = |) =  for each  and  for some   12. (Each player

observes a noisy binary signal about the state with switching probability 1 − .) The

information sets are identified by types. Towards computing the th-order expectation of

, observe that the first-order expectation of  is

̄1 ≡
"
 [| = 1]
 [| = 0]

#
=

"
Pr ( = 1| = 1)
Pr ( = 1| = 1)

#
=

"


1− 

#


where the last equality relies on symmetry and the fact that the states are equally likely.

Moreover, for any ,

Pr ( = |) = 2 + (1− )
2 ≡   12
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and

Pr ( 6= |) = 2 (1− ) = 1− 

Hence, the transition matrix for each player  is

̄ = ≡
"

 1− 

1−  

#


Therefore, for any   1, the th-order expectation of  is given by

̄ =−1̄1

The calculation of−1 is the main step in calculating the higher-order beliefs. Towards

this goal, first compute the eigenvalues of the matrix using the characteristic equation

| − | =
¯̄̄̄
¯  −  1− 

1−   − 

¯̄̄̄
¯ = ( − )

2 − (1− )
2
= 0

Thus, eigenvalues are 1 = 1 and 2 = 2 − 1 ∈ (0 1). Check that the eigenvectors
associated with 1 and 2 are

1 =

"
1

1

#
and 2 =

"
1

−1

#


respectively, where  = . Since 1 and 2 are linearly independent, one can

decompose  as

 = Λ−1

where

 =
h
1 2

i
=

"
1 1

1 −1

#
; −1 =

1

2
; Λ =

"
1 0

0 2

#


Thus,

−1 = Λ−1−1 =
1

2

"
1 1

1 −1

#"
1 0

0 −12

#"
1 1

1 −1

#

=
1

2

"
1 + −12 1− −12

1− −12 1 + −12

#


Therefore, the th-order expectation of  is

̄ =−1̄1 =

"
1
2
+

¡
 − 1

2

¢
−12

1
2
+

¡
 − 1

2

¢
−12

#
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The ex-ante expectation of  is 12. When a player observes a high signal  = 1, she

increases her th-order expectation by
¡
 − 1

2

¢
−12 , where  − 1

2
measures the informa-

tiveness of the signals. When she observes a low signal, she decreases her th-order

expectation by the same amount. The effect of the signal on the th-order expectation is

exponentially decreasing in  at rate 2 = 2 − 1.

One can apply the theory of Markov chains to study higher-order expectations as

follows. Under any prior belief  on Ω, along a sequence 1 2     , the ex-ante value

of higher-order expectations of function  can be calculated as

21 [ ] =  · · ·21

Thus, the ex-ante higher-order expectation operator is

 · · ·21

Note that this is the distribution after a Markov chain, applied starting from  .

One can then use the existing theory of Markov chains to study higher-order beliefs,

especially for large values of . For an illustration, consider the two player case,  =

{1 2}, and assume without loss of generality that  = {Ω}, i.e., only the model
is common knowledge. Now, since  = , any higher-order expectation can be

written as 12 · · ·12 · · · or 2 · · ·12 · · · . Towards computing such

a multiplication, define

12 ≡12

the operator that calculates the expectation of the expectation of player 2 by player 1.

Thus, 2th-order expectation for a function  can be computed as3

2 ≡ 1212···12 = 
12

Now, when players are non-delusional, the Markov chain defined by the transition matrix

12 is irreducable and aperiodic, yielding an ergodic distribution that converges to the

invariance distribution of 12 for any initial distribution . Therefore, as  → ∞, the
3Clearly, the expectations 2121···21 are computed similarly using 21 =21; and odd-numbered

expectations 2121···212 can be computed using (2)
12.
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2th-order expectations converge to the expectation under the invariance distribution

of 12. That is,

lim
→∞

2 = 
12


where 12 is the invariant distribution of 12, defined by

12 = 1212

independent of the initial prior  one uses. Therefore, one can simply compute the

invariance distribution of 12 via the last displayed equation to study very high orders

of expectations. The independence from prior  implies that the limit of the higher-

order expectations is common knowledge, i.e. the limit is the same at all states. For

example, in Example 11.2, the higher-order expectations of both types converge to 1/2,

the ex-ante expectation of . Samet (1998) shows that all these are generally true.

Here  can be any belief a researcher may be using to study the higher-order expec-

tations. For example, when there is a common prior, she may use the common prior

for ; or she may use what she views as the "true distribution". Of course, the higher-

order expectations are independent of what she uses in the limit  →∞ (for any given

sequence 1 2   ). As it turns out, the limiting invariant distribution will be closely

related to the common-prior when there is one.

A prior for player  is a probability distribution  on Ω under which  is a

conditional probability system, i.e., for any  with  ( ())  0 we have  (
0) =

 (0)  ( ()) for each 0 ∈  ().
4 One can easily show that any prior for player  is

an invariant distribution for :

 = 

Therefore when there is a common prior , we have

 = 

for each player , and it remains invariant under any sequence  · · ·21:

 · · ·21

4In other words,  can be computed from marginal distribution  ( ()) on information sets of

player  using the formula  (0) =  (
0)  ( ()) for each 0 ∈  (). Thus,  is a prior for

player  if and only if there exists a probability distribution  on information sets  () such that

 (0) =  (
0)  ( ()) for each 0 ∈  ().
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In particular, in the two player case above, the common prior  is the invariant distrib-

ution for 12 and 21, and along all sequences 1 2 · · · , the higher order expectations
converge to the expectation under the common prior . Samet (1998) shows that this is

generally true.

11.5 Common-Prior Assumption and Higher-Order

Beliefs

11.5.1 Limits of Higher-Order Expectations

As described in the previous section, along any sequence 1 2   , the higher-order

expectations of any given function converges to a commonly known limit. Moreover,

when there is a common prior , the common prior  is an invariant distribution under

each player’s transition matrix , implying that it remains invariant under arbitrary

multiplications of different players’ transition matrices. When players are non-delusional,

for any permutation  :  →  , since  = (1) · · · · · () is irreducible and

an aperiodic,  is the unique invariance distribution. This implies that when there is

a common-prior, the higher-order expectations converge to the expectation under the

common prior  along all sequences 1 2   , as shown by Samet (1998). Samet (1998)

further shows that the converse is also true. When the common-prior assumption is

violated, there are a function  on the state space and two sequences 1 2    and

01 
0
2    along which the higher-order expectations of  converge to different limits.

This gives a way to check if a hierarchy of beliefs is consistent with a common prior and

determine what the prior is, by computing the limits of higher-order expectations.

11.5.2 Finite-order Implications of CPA

There is a sense in which the agreeing to disagree and no-trade theorems above relies

on the common knowledge assumptions, as the common-prior assumption does put any

restriction on the finite-order belief hierarchies.

To see this, consider a two player model with two states  ∈ {1 2}. Each player  as-
signs probability 2/3 on state , and this is common knowledge, i.e.,  = {(1 2)} where
 (|) = 23. The common-prior assumption clearly fails in this model. Moreover, the
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players agree to disagree: it is common knowledge that 1 (1) = 23 6= 13 = 2 (1).

Likewise, if players are risk neutral, they would like to make infinite amount of bets,

failing the conclusion of the no-trade theorem.

Nonetheless, at any finite order , the th-order belief hierarch associated with the

above model can come from a common prior model with full support. Consider Ω =

Θ× ©
1 2     2+1

ª
and assume that there is a uniform common prior on Ω. The first

2 information sets of player 1 are of the form 1 = {(1 2− 1)  (1 2)  (2)},
and the last information set of Player 1 is 12+1 = {2}×

©
2 + 1     2+1

ª
. Note that

at each information set  ≤ , Player 1 assigns probability 2/3 on 1:

Pr (1|1) = 23

At the last information set, she assigns probability 0 on 1:

Pr
¡
1|12+1

¢
= 0

Symmetrically, set the information sets of Player 2 as 2 = {(1)  (2 2− 1)  (2 2)}
for  ≤  and 22+1 = {1} ×

©
2 + 1     2+1

ª
. Player 2 assigns probability

Pr (2|2) = 23

on 2 at each information set 2 with  ≤ 2 and Pr ¡2|22+1¢ = 0 at 22+1.
Consider the information sets 11 and 21. At these information set the first  orders

of beliefs are as in the non-common prior model although we have a common prior model.

If one sees only the first  orders of beliefs, she might not knowwhether there is a common

prior. In particular, seeing that there is th-order mutual knowledge of beliefs and they

are different, she may falsely conclude the beliefs are common knowledge and different,

concluding by the agreeing to disagree theorem that the common-prior assumption fails.

But it might be that the true model is the latter model with Ω. In that model, there

is a common prior, but the beliefs are not common knowledge. In particular, player 

may assign probability 0 to –instead of 2/3, and players’ ( + 1)th-order beliefs will

reflect this possibility. Note that No Trade Theorem states that there will not be a trade

under the latter model (despite the mutual knowlegde of disagreement). The conclusion

of this theorem is sensitive to infinite orders of beliefs. This is actually useful because

by No Trade theorem we can rule out the common-prior model if we see trade (although

we cannot see the infinite hierarchies).
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To see the above claim, let

 = Θ× ©
1     2

ª
be the event at which each player  assigns probability 23 on . The set of states at

which player  knows event  is

 =

2−1[
=1



Hence, the event that there is mutual knowledge of  is

1 = 1 ∩2 = Θ× ©
1     2−1

ª


By repeating this argument inductively, one can see that the event that there is th-

order mutual knowledge of  is

 ≡ 1
−1 ∩2

−1 = Θ× ©
1     2−

ª


In particular, there is th-order mutual knowledge of  at Θ× {1}.
Lipman (2003) shows that this is true in general (for finite models in which the

players are non-delusional). For every model (possibly without a common prior) and ,

there is a model with common prior and a set of types such that the first  orders of

beliefs of these types are as in the first  orders of beliefs of the types in the original

model. As in the example above, the ex-ante probability of the set of those types is

small (as a decreasing exponential function of ). Thus, having access to only finite

hierarchies of beliefs one cannot know whether the common prior assumption fails or

there was a common prior but a highly unlikely event under that prior occurred.

11.6 Notes on Literature

Modeling hierarchies of beliefs through type spaces has been proposed by Harsanyi

(1967). The formalization of hierarchies is due to Mertens and Zamir (1985), who

considered compact set Θ of parameters, and Brandenburger and Dekel (1993), who

considered the case thatΘ is a complete metric space. Endowing the universal type space

with the product topology above, the above papers showed general technical properties
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of the universal type space, including the fact that the resulting space from hierarchies

is indeed a type space (i.e. for each hierarchy there is a belief on  and the hierarchies of

others that leads to the hierarchy that we started with). Some of the useful facts they

showed are

• if Θ is compact (resp., complete, metrizable), so is the universal type space;

• under the usual continuity assumption of beliefs and utilities, the mapping  of

hierarchies is continuous; the inverse is also continuous whenever  is one-to-one

(i.e. the type spaces are continuously embedded in the universal type space, and

taking limit in the original type space is equivalent to taking limit in the universal

type space);

• the images of finite type spaces are dense in the universal type space, so that one
can perturb a given hierarchy to find a hierarchy that comes from a type in a finite

type space.

Lipman (2003) has shown further that the images of finite type spaces with common

prior are also dense in the universal type space, so that every open neighborhood in the

universal type space contains a hierarchy that comes from a finite type space with a

common prior. These results have been used the main text of the chapter.

The formulation of interim-correlated rationalizability is due to Dekel, Fudenberg,

and Morris (2007), who also proved the upper-hemicontinuity of ICR with respect to

belief hierarchies (Theorem 11.1). The e-mail game is due to Rubinstein (1989). In

this example Rubinstein demonstrated that efficient equilibrium of (Attack, Attack) is

sensitive to the specification of higher order beliefs. This was the first application of

contagion argument to the best of my knowledge.

The Structure Theorem as stated above is due to Weinstein and Yildiz (2007a); We-

instein and Yildiz (2007a) assumes that the original game has a finite type space, and

Chen (2012) drops this assumption. Chen (2012), Penta (2012), and Weinstein and

Yildiz (2013) extend the structure theorem to dynamic games. Penta (2012) also char-

acterizes the robust predictions under arbitrary common knowledge restriction on who

knows which parameter. Weinstein and Yildiz (2011) characterize the robust predictions

of equilibrium in nice games (with convex action spaces, continuous utility functions and
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unique best replies) under arbitrary common knowledge restrictions on payoffs. See also

Oury and Tercieux (2012) for an interesting mechanism design application with small

payoff perturbations. Weinstein and Yildiz (2007b) studies impact of higher-order beliefs

under a stability condition; the examples with linear best-responses at the beginning of

the chapter can be found there.

11.7 Exercises

Exercise 11.4 Consider the following complete-information game

  

 3 0 0 3 0 2

 0 3 3 0 0 2

 2 0 2 0 2 2

1. Find the sets of Nash equilibria and the rationalizable strategies

2. Introducing payoff uncertainty in the above game, construct a Bayesian game such

that for each player , positive integer , and action  ∈ {  }, there exists a type
 of player  for which the above payoff matrix is th-order mutual knowledge

and the only rationalizable action is .

Exercise 11.5 Begin with a complete information game

 

    −  0

 0  −  0 0

where   0 and  is equal to some known value ̂ ∈ (0 2). Consider now an e-mail
game scenario: There are two possible values of , namely ̂ and 0, with some prior

probabilities  and 1 − . Player 1 knows the value of , and if  = ̂ then the e-mail

exchange takes place, where each e-mail is lost with probability  ∈ (0 1). If  = 0 then

no e-mails are exchanged. For each action  ∈ { }, find the range of  for which there
is some e-mail game (i.e. some choice of 0 and ) in which  is the unique rationalizable

action for each type. Briefly discuss your finding.
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Exercise 11.6 Let  = {0 1     }2 be a two dimensional grid. Say that two points
( ) and (0 0) in  are neighbors if | − 0| + | − 0| = 1. At each point  ∈  ,

there is a firm, also denoted by . As in a Cournot oligopoly, simultaneously, each firm

 chooses a quantity  ∈ [0 1] to produce at zero marginal cost, and sells at price

 (  ) =  −  −
∞X
=1

−1

⎛⎝X
∈




¯̄




¯̄⎞⎠



Here,  ∈ [1 2] is a common demand parameter, and  ∈ [0 1) is an interaction para-
meter with respect to distant neighbors. 

 is the th iterated set of neighbors of : thus

1
 is the immediate neighbors of  (e.g., 

1
(00) = {(1 0)  (0 1)}), 2

 is the neighbors of

neighbors of  (e.g., 2
(00) = {(0 0)  (0 2)  (2 0)  (1 1)}), and so on. The payoff of firm

 is its profit: . The value of  is common knowledge, but  is unknown, drawn from

some finite set Θ ⊆ [1 2]. The players’ information about  is represented by a finite
type space  , with some joint prior  ∈ ∆(Θ×  ).

1. For any choice of a Bayesian Nash equilibrium ∗ :  → [0 1]

of the above

Bayesian game (for each ), and for any  ∈ , find lim→0 ∗ ().

[It suffices to find a formula that consists of iterated expectations of the form

1 [|] ≡  [ [· · · [| ] · · · |1 ] |], where  1      ∈  . Your formula

does not need to be in closed form, but it should not refer to ∗.]

2. Simplify your result in part (a) under the assumption that  [|] =  [|] for
all , , and .

Exercise 11.7 Fix ( Θ  ) where  and  are finite, Θ =  =  for each

 ∈  , and  : Θ×→  is continuous. Fix also a real number . Consider a family

of Bayesian games, indexed by real numbers   0, and   0, where

 =  +  (∀ ∈ )

 =  + 

for some independently distributed random variables  1     . Assume that each

 has a density  and  has density  where  and  are positive, continuous, even

(i.e.  (−) =  ()  0) and decreasing on +. (You can make any other technical

assumption that you may deem necessary.)
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1. For any   0,   1 and   0, show that there exist ̄  0 and ̄  0 such that

event [ −   + ]× [ − ̄  + ̄]

is -evident.

2. For any   0, show that there exist ̄  0 and ̄  0 such that for any   ̄ and

any strict Nash equilibrium ∗ of complete information game (  ( ·)), there
exists a Bayesian Nash equilibrium ∗ with ∗ () = ∗ for all  ∈ [ − ̄  + ̄]


.

3. For any   12, ̄  0, and   0, show that there exist ̄  0 such that the event

Θ× [ − ̄  + ̄]

is not -evident whenever   ̄.

4. Briefly discuss your findings in relation to global games literature.

Exercise 11.8 Consider a two-player incomplete information game with types

 =  +  + 

where  is a known parameter and , 1, and 2 are independently-distributed real-valued

random variables. Each noise term  has a symmetric distribution  on [−1 1] with
density  , and  has a symmetric distribution  with density , where  (−) =  ()

and  (−) =  (). There are two possible cases for the tail densities of the common

shock:

Fat Tails There exist ̄,   1, and  such that

 () =  ||− (∀  ̄) 

Light Tails There exist ̄,   0, and such that

 () =  exp
¡−2¢ (∀  ̄) 

In the following exercises you are asked to compute the role of the prior belief  on

the rationalizable actions of some type . (Make any technical assumptions that

you may need to make.)

1. Assume  is the uniform distribution on [−1 1]. For  ¿  − ̄, compute the

conditional distributions of  and − and the rank belief  () for each case above.

What happens as  →−∞?
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2. For more general distributions  on [−1 1], compute the limit of interim beliefs of
each  as  →∞ or  →−∞ for each case above. Compute the limit of the belief

hierarchy of each type  for the above limits (it suffices to describe a type from a

type space whose belief hierarchy is as in the limit).

3. Suppose that, in a game,  has a unique rationalizable action, 
∗
 , under an im-

proper uniform prior for . Compute the rationalizable action of type  in the

limits  →∞ or  →−∞ for the fat tails case.

4. Consider a monotone supermodular game where the lowest action 0 is dominant

for very low  and the highest action 1 is dominant for very high . Compute

the rationalizable action of a given type  in the limits  →∞ and  → −∞ for

the light tails case. (The limit may depend on the details of the game, which are

intentionally left blank for you to fill in–towards making the problem tractable.)

Exercise 11.9 For each payoff profile below, compute the rationalizable strategies when

the payoff profile is common knowledge. Then, construct a type space with some payoff

relevant parameter , such that (i) the payoffs are continuous functions of , (ii) the

payoffs are as in the given profile at some ∗, and (iii) for each rationalizable action 

under common knowledge there is a sequence of types whose belief hierarchies converge

to the hierarchy with common certainty of ∗ but  is the unique rationalizable action

for the types in the sequence.

Matching Penny:

 

 1−1 −1 1
 −1 1 1−1

Dominant Strategy Equilibrium:

 

 1 1 0 0

 0 0 0 0

Exercise 11.10 Consider the following variation of Example 6.2, where  = {1 2},
Θ = 1 = 2 = {0 1}. It is common knowledge that Player 1 knows the true state
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(i.e., Pr (1 = |) = 1 for each ), while player two is imperfectly informed as before:

Pr (2 = |) =  for each  for some  ∈ (12 1). The players have non-common prior
on : Player 1 assigns probability  6= 12 on  = 0 while Player 2 assign probability 1/2

on each state as before. For any sequence  6= −1 6= · · · 6= 1, compute the th-order

expectation


···1

where  () = 1− . Compute the limit as  →∞, and briefly discuss your findings.
Challenge: What if player 1 were also imperfectly informed but her signal were

more informative than player 2? Can you come up with a formalization of the idea that

less informed players have stronger impacts on higher-order expectations?

Exercise 11.11 Consider the following two-player information structure–with differ-

ing priors. There is a real-valued parameter . Ex-ante, each player  believes that  is

normally distributed with mean  and variance 
2. Each player  privately observes a

noisy signal

 =  + 

where ( 1 2) are independently distributed and  ∼  (0 1) according to both players.

1. Assuming that 1 and 2 are common knowledge, compute the th-order expecta-

tion 
 () of each type, and difference of expectations 


1 (1)−

2 (2) for each

type profile (1 2). Compute the limit of |
1 (1)−

2 (2) | as  →∞.

2. Now assume that each player  privately knows  and 1 and 2 are independently

distributed with expected value ̄; that is, it is common knowledge that each player

, independent of ( ), believes that  and  are independently distributed

where the distribution of  does not depend on ( ) and has mean ̄. Compute

the th-order expectation 
 ( ) of each type, and difference of expectations


1 (1 1)−

2 (2 2) for each type profile (1 1 2 2). Compute the limit of

|
1 (1 1)−

2 (2 2) | as  →∞.

3. Briefly discuss your finding, focusing on how differing priors affect higher-order

expectation differences.
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Appendix A

Mathematical Tools

In this appendix, I will present the three fundamental mathematical theorems that are

commonly used in the proofs: the Separating-Hyperplane Theorem, Berge’s Maximum

Theorem, and Kakutani’s Fixed-point Theorem. There are many extensions of these

results, but I will focus on the versions that will be used in the proofs.

The Separating-Hyperplane Theorem is used throughout economic theory, often in

order to establish existence of prices or beliefs. The Maximum Theorem is used in order

to establish the continuity properties of the solutions. Finally, the Fixed-Point Theorems

are often used in order to establish the existence of a solution.

A.1 Separating Hyperplane Theorem

Separating Hyperplane Theorems simply state that two convex sets can be separated

by a plane. Using this simple fact creatively, one can prove many interesting results in

economics. There are different versions of this theorem, varying with respect to their

generality, regularity assumptions, and the notion of separation. I will first present a

very general version, which considers arbitrary topological vector spaces.

Theorem A.1 (Hahn-Banach Separating Hyperplane Theorem) Let  be a topo-

logical vector space, and  and  be convex, non-empty subsets of  . Assume that

 ∩  = ∅ and  is open. Then, there exist a continuous linear map  :  → R and

 ∈ R such that  ()   ≤  () for all  ∈ ,  ∈ .

1
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Note that, since  is linear, the isocurves {| () = }with varying  are hyperplanes
in  . For arbitrary disjoint, non-empty sets  and , the theorem states that there

exists a hyperplane {| () = } such that  lies on one side and  lies on the other

side. When  is open,  will not intersect the hyperplane. From this, one can easily

derive different versions of this result with varying the topological assumptions on 

and . For example, if  has non-empty interior, one can conclude that there exists a

continuous linear map  :  → R and  ∈ R such that  () ≤  ≤  () for all  ∈ ,

 ∈ , and moreover  ()   whenever  is in the interior. (Here, one uses the interior

of , which is an open set, instead of  in the theorem.) Similarly, if  is closed (but 

is not necessarily open), then one can conclude, once again, that a continuous linear map

 :  → R and  ∈ R such that  ()   ≤  () for all  ∈ ,  ∈ , by substituting

the complement of  in place of  in the theorem.

The next result states a special case of this theorem for finite-dimensional Euclidean

spaces, where any linear mapping  is simply an inner-product with a vector.

Theorem A.2 (Separating Hyperplane Theorem in R) Let  and  be convex,

non-empty, and disjoint subsets of R. Assume that either  is open, or  is closed.

Then, there exist a non-zero  ∈ R and  ∈ R such that  ·    ≤  ·  for all  ∈ ,

 ∈ .

Note that when  = (1     )  0 (i.e.  ≥ 0 for each  ∈  = {1     } with
at least one strict inequality), one can obtain a probability measure  = (1     ) on

the set  by normalization

 =


1 + · · ·+ 1


In that case, the linear mapping  7→  ·  is the expected value of the function  with

respect to . More generally, let  be a set of continuous functions  :  → R for some

possibly infinite but compact metric space . If  in Hahn-Banch Theorem above is

increasing, then one can define a probability distribution  on  by setting

 () =
 (1)

 (1)

on each event , where 1 is the characteristic function of set , taking value of 1 on 

and 0 outside of . In that case, the mapping  is the expectation operator on functions

with respect to :

 () =

Z
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A.2 Continuity of Correspondences

Consider any metric spaces ( ) and ( ) where  denotes the metric. A correspon-

dence  from  to  is an arbitrary subset of  ×  . Conventionally, the correspon-

dence  is denoted as  :  ⇒  , writing  () for the set { : ( ) ∈ }. The
defining subset of  ×  is called the graph of the correspondence and denoted by

( ) = {( ) :  ∈  ()} for clarity. A correspondence  is said to be non-empty if

 () is always non-empty, closed-valued if  () is always closed, convex-valued if  ()

is always convex, and so on.

For correspondences, continuity concepts relate to the metric used to measure the

distances between the sets. Here, I will introduce a standard notion of continuity. A

correspondence  is said to be upperhemicontinuous at  ∈  if for every   0, there

exists   0 such that for every 0 with  ( 0)   and for every 0 ∈  (0), there

exists some  ∈  () with  ( 0)  .

The set  is often the domain of optimization, such as the strategy set, and is

assumed to be compact. In that case, upperhemicontinuity is closely related to the

following simpler concept. A correspondence  is said to have the closed-graph property

if  () is closed, i.e., for any sequence ( ) with limit point ( ), if  ∈  ()

for each , then  ∈  (). In general, the closed-graph property is weaker than

upper-hemicontinuity, but the two concepts coincide when  is closed-valued and  is

bounded.

Proposition A.1 If  is compact and a correspondence  :  ⇒  has the closed-

graph property, then  is closed-valued and upperhemicontinuous.

Since the correspondences considered here are closed-valued and the ranges of the

correspondences are compact, I will often use the closed-graph property and upperhemi-

continuity interchangeably.

Exercise A.1 Find a correspondence that has a closed graph but fails upperhemicon-

tinuity. Find also an upperhemicontinuous correspondence that does not have a closed

graph.

A correspondence  :  ⇒  is said to be lowerhemicontinuous if for any sequence

 →  and for any  ∈  (), there exists a sequence  →  with  ∈  () for
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each . A correspondence is said to be continuous if it is both upperhemicontinuous

and lowerhemicontinuous.

The next section shows that the set of optimal choices is upperhemicontinuous but

not lowerhemicontinuous. The solution concepts often inherit this property.

A.3 Berge’s Maximum Theorem

The Maximum Theorem states that the best-response correspondence is upperhemicon-

tinuous in parameters when the payoff function and the domain of optimization vary

continuously in all relevant parameters. The next result presents a version of Berge’s

maximum theorem for metric spaces. There are also more general versions for general

topological spaces.

Theorem A.3 (Berge’s Maximum Theorem) Let  and  be metric spaces and

 :  ×  → R be a continuous function, and let  :  →  be a continuous corre-

spondence that is nonempty- and compact-valued. Then:

1. The function  :  → R, defined by

 () = max
∈()

 ( ) 

is continuous and

2. the correspondence  :  ⇒  ,

 () = arg max
∈()

 ( ) 

is nonempty, compact-valued, and upperhemicontinuous.

That is, if the objective function  is continuous both with respect to the object  of

maximization and the parameter  and if the domain  () is continuously varying with

respect to the parameter  in the sense of correspondences above, then the maximum

payoff  () that can be obtained is continuous in parameter , and the set  () of

maximizers is upperhemicontinuous with respect to . In that case, in optimization

problems, the limits of the solutions is a solution to the optimization problem in the

limit. Hence, one can find a solution by considering approximate problems and taking
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the limit. Nevertheless,  () often fails to be lowerhemicontinuous, and hence there

can be other solutions in the limit problems, solutions that cannot be approximated as

the solutions to approximate problems.

Example A.1 Take  ∈ [0 1],  = {} and

 ( ) =  and  () = 0

Then, the set of optimizers is

 () =

(
{} if  = 0

{} if   0

In the limit → 0, the unique solution  remains to be a solution (i.e.  is upperhemi-

continuous), but a new solution  appears at the limit (i.e.  is not lowerhemicontinu-

ous).

In general, the most difficult condition of the Maximum Theorem is continuity re-

quirement for the domain  () of optimization, as it involves lowerhemicontinuity.

Fortunately, the domain of maximization is often fixed (e.g. the entire strategy set). In

that case, the result simplifies to:

Theorem A.4 (Berge’s Maximum Theorem) Let  and  be metric spaces where

 is compact and  :  ×  → R be a continuous function. Then:

1. The function  :  → R, defined by

 () = max
∈

 ( ) 

is continuous and

2. the correspondence  :  ⇒  ,

 () = argmax
∈

 ( ) 

is nonempty, compact-valued, and upperhemicontinuous.

An important application of the Maximum Theorem is continuity of best responses

with respect to beliefs:
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Lemma A.1 Let ( ) and ( ) be separable metric spaces, and  :  × → R be

continuous. Then,

 ( ) =

Z
 ( )  ()

is continuous in ( ) ∈  ×∆ () and

 () = argmax
∈

Z
 ( )  ()

is upperhemicontinuous in .

Proof. By the Maximum Theorem, it suffice to show that  ( ) is continuous. This is

implied by the continuity of the mapping ( ) 7→ ×, where  is the Dirac measure

on . I will give a more explicit elementary proof for compact metric spaces. To this

end, take any sequence ( ) with limit ( ) and any   0. First note that since  is

continuous and × is compact, by Heine-Cantor Theorem,  is uniformly continuous.

Hence, there exists   0 such that, whenever  ( 0)  ,

| ( )−  (0 )|  2

yielding

| ( )−  (0 )| ≤
Z
| ( )−  (0 )|  () ≤ 2

for every . Since  → , there then exists ̄1 such that

| ( )−  ( )| ≤ 2

for all   ̄1. On the other hand, since  ( ·) is a continuous function of  and  → ,R
 ( )  ()→ R

 ( )  (). Hence, there exists ̄  ̄1 such that

| ( )−  ( )|  2

for all   ̄. Combining the last two displayed inequalities, one obtains that

| ( )−  ( )|  

for all   ̄ as desired.
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A.4 Kakutani’s Fixed-Point Theorem

Fixed-point theorems conclude that a correspondence  with some given properties has

a fixed-point, in that there exists some  with  ∈  (). There are other such theorems,

with varying generality. Kakutani’s fixed-point theorem applies for Euclidean spaces (i.e.

R). It has been used by Nash to prove the existence of Nash equilibrium.

Theorem A.5 (Kakutani’s Fixed-Point Theorem) Let  be a non-empty, com-

pact and convex subset of some Euclidean space. Let also  :  ⇒  be a non-

empty, convex-valued correspondence with a closed-graph. Then, there exists  ∈  with

 ∈  ().

In game theoretical applications, is often the strategy space, which is often assumed

to be compact and convex when one includes all mixed strategies, and  is often the

set of solutions to an optimization problem, which would often be non-empty and have

a closed graph by the Maximum Theorem. In that case, convexity of  () is ensured

by having a quasiconcave objective function. One can use this theorem creatively, by

devising a correspondence  with the above properties and such that the fixed points

of  have the desired property (e.g. they are Nash equilibria).

A.5 Theory of Lattices and Supermodularity

This section presents the basic concepts in lattice theory.

A.5.1 Lattices

Lattices are partially-ordered sets where any two elements have a greatest lower bound

(sup) and smallest upper bound (sup).

Definition A.1 A partially-ordered set (≥) is said to be lattice if for all   ∈ 

 ∨  ≡ inf { ∈ | ≥   ≥ } ∈ 

 ∧  ≡ sup { ∈ | ≥   ≥ } ∈ 
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Operators ∨ and ∧ are called join and meet, respectively. Note that  ∨  ∈  is

weakly greater than both  and  (i.e., ∨ ≥  and ∨ ≥ ). Moreover, if  ≥  and

 ≥ , then  ≥  ∨ . That is,  ∨  is the smallest upper bound for { }. Similarly,
∧  is the greatest lower bound for { } in the sense that  ≥ ∧   ≥ ∧  and if
 ≥  and  ≥ , then  ∧  ≥ 

Example A.2 Let  = 2 be the set of all subsets of a set , and order  by set

inclusion, i.e.,  ≥  ⇐⇒  ⊇ . For any  ∈ , note that ∪ ⊇ , ∪ ⊇ 

and if  ⊇  and  ⊇ , then  ⊇  ∪. Therefore,  ∨ =  ∪ ∈  Similarly,

 ∧ =  ∩ ∈  Therefore, (⊇) is a lattice.

Example A.3 Endow R with the usual coordinate-wise order:

(1  ) ≥ (1  )⇐⇒  ≥  ∀

(R≥) is a lattice with

 ∨  = (max{1 1} max{ })
 ∧  = (min{1 1} min{ })

Definition A.2 A lattice (≥) is said to be complete if for every  ⊆ , a greatest

lower bound inf() and a least upper bound sup() exist in , where inf(∅) = sup ()

and sup(∅) = inf().

Note that, in the above examples,(2⊇) is complete because for any family  ⊆
∨ = ∪ ∈ 2and ∧ = ∩ ∈ 2. On the other hand, (R≥) is not
complete because sup(R) does not exist.

A.5.2 Strong Set Order and Sublattices

Given a lattice (≥), one can extend the order ≥ to subsets of  as follows.

Definition A.3 (Strong Set Order) Given any lattice (≥), for any  ⊆ ,

write  ≥  if

 ∨  ∈   ∧  ∈  (∀ ∈   ∈ ) 
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With the usual order on R, note that

{1 2 3 4} ≥ {0 1 2 3}

but

{1 2 3 4} 6≥ {−05 05 1 5 2 5}

although the set {−05 05 1 5 2 5} is obtained by subtracting 0.5 from each element

of {0 1 2 3}. This is a very strong notion of order as it implies many other natural
orders on sets. For example, if  ≥ , then max ≥ max and min ≥ min.
A lattice may have a subset that is a lattice in itself according to original order. Such

subsets are called sublattices.

Definition A.4 Given any lattice (≥), any  ⊆  is said to be sublattice if for any

  ∈   ∨  ∈  and  ∧  ∈ 

The following gives an equivalent definition for sublattices.

Fact A.1 Given any lattice (≥) and any  ⊆   is a sublattice if and only if

 ≥ .

For example, under the usual order,  = {(1 2) : 1 + 2 ≤ 1} is not a sublattice
of R2 because (1 0) ∨ (0 1) = (1 1) 6∈ . On the other hand, [0 1]2 and 0 = {(1 2) :
1 − 2 ≤ 1} are sublattices.

A.5.3 Functions on Lattices–Supermodularity

I will next introduce important properties of functions to or from lattices. The first

property is an elementary monotonicity property, requiring that the order is preserved.

Definition A.5 Given any partially ordered sets (≥) and (≥), a function  :  →
 is said to be isotone (or weakly increasing) if

 ≥ 0 ⇒ () ≥ (0)
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Throughout the lecture, we will take  to be a parameter and investigate how it

effects the outcomes according to a solution concept. Since our solution concepts, such

as argmax and Nash equilibrium, are set valued, the above definition will be often applied

to set-valued functions. Note that, for any lattice (≥), (2 ≥) is a partially ordered
set (with the strong set order).

The second property formalizes the idea of complementarity in terms of functions:

Definition A.6 Given any lattice (≥), a function  :  → R is said to be super-

modular if for all   ∈ 

( ∨ ) + ( ∧ ) ≥ () + ()

A function  is said to be submodular if − is supermodular.

Note that if  is linearly ordered (as R), then every function  :  →  is

supermodular because the above inequality is vacuously satisfied as equality.

When  = 1 × 2, ordered coordinate-wise, supermodularity captures the idea

of complementarity between 1 and 2 precisely. Indeed, if we take  = (1 2) and

 = (1 2) with 1 ≥ 1 with 2 ≥ 2, we have ∨ = (1 2) and ∧ = (1 2).Then,
we can write the inequality in the definition of supermodularity as

(1 2)− (1 2) ≥ (1 2)− (1 2)

That is, the marginal contribution of increasing the second input from 2 to 2

increases when we increase the first input from 1 to 1. In other words, marginal

contribution of an input is increasing with the other input, capturing the usual meaning

of complementarity (as in production theory).

One can also write the above inequality as a condition on the mixed differences:

[(1 2)− (1 2)]− [(1 2)− (1 2)] ≥ 0
This condition reduces to a usual restriction on the cross-derivatives for smooth

functions on R2:
2

12
≥ 0

Supermodularity turns out to be closely related to monotone comparative statistics,

an ordinal property. Despite this, supermodularity is a cardinal property, as it is not

preserved under monotone transformations. The next example illustrates this.
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Example A.4 Let  = {0 1}2 and endow it with the usual order. Consider the follow-
ing supermodular function:

 (1 1) = 3 (1 0) = (0 1) = 1 (0 0) = 0

Note that
√
 is not supermodular.

A.5.4 Increasing Differences and Supermodularity in Product

Spaces

In game theoretical applications, the lattices are of the product form as the space of

strategy profile is a product set. In such lattices supermodularity reduces to a simpler

condition.

For a family of lattices (1≥1)  (≥) let  = 1 × · · · × and endow 

with the coordinate-wise order:

(1  ) ≥ (1  ) ⇐⇒  ≥  ∀

For  ∈  and any  and , define − = ()∈{}. For any function  :  → R, define

(·|−) :  × → R by setting ( |−) = (  −). Note that  (·|−)
is the restriction of  to vectors where the entries other than  and  are fixed at −.

Definition A.7 A function  :  → R is said to have increasing differences if for any¡
  −  0  

0


¢
£

 ≥ 0 and  ≥ 0
¤⇒ (  −)− (0  −) ≥ ( 

0
 −)−

¡
0 

0
 −

¢


That is, ceteris peribus, the marginal contribution of th entry (obtained by changing

0 to higher ) is higher when the th entry is fixed at the higher level of  rather

than 0. When  = R, the condition of increasing differences can be called pair-

wise supermodularity, because the above condition can be written as a supermodularity

condition on function (·|−) :  ×  → R defined by setting ( |−) =
(  −). That is,

(( )∨ (0 0) −)−(( ) −) ≥ ((0 
0
) −)−(( )∧ (0 0) −)
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Both increasing differences and pair-wise supermodularity are weaker forms of super-

modularity as they are restrictions of supermodularity condition to special sets of cases.

(Supermodularity is weakly stronger than pair-wise supermodularity, and pair-wise su-

permodularity is weakly stronger than increasing difference condition.)

It turns out that supermodularity can be decomposed into increasing differences

and supermodularity within each . The following lemma is a main step towards

establishing this fact. Its proof also exhibit a common technique of using telescopic

equation.

Lemma A.2 If  has increasing differences and  ≥  for each , then for every ,

( −)− ( −) ≥ ( −)− ( −)

Proof. Take  = 1 without loss of generality. Then,

(1 −1)−  (1 −1) =
X
1

[(1  −1  +1  )− (1  −1   )]

≥
X
1

[(1  −1  +1  )− (1  −1   )]

= (1 −1)− (
1
 −1)

Here, the first and the last equalities are telescopic equations, writing the whole difference

as a sum of one step changes. The inequality is by increasing differences: for any , by

increasing differences between 1 and ,

(1  −1  +1  )− (1  −1   )

≥ (1  −1  +1  )− (1  −1   )

and one obtains the inequality by summing up both sides. Of course, this is equivalent

to the statement in the lemma.

Lemma extends the increasing differences condition from comparison of two entries to

the comparison of two vectors, establishing a (seemingly) stronger increasing difference

condition. This further implies that, in product spaces, supermodularity can be decom-

posed into increasing differences and supermodularity within each , as established

next.
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Proposition A.2 For any product lattice (≥) (with = 1×· · ·× and coordinate-

wise order) and for any function  :  → R  is supermodular if and only if

1.  has increasing differences and

2.  is supermodular within  for each  (i.e.,

( ∨  −) + ( ∧  −) ≥ ( −) + ( −)

for all   ∈  and − ∈ −)

Proof. Supermodularity implies increasing differences (1) and supermodularity within

each coordinate (2) by definition. To prove the converse, take any   ∈  and assume

the conditions (1) and (2) in the proposition. Then,

( ∨ )− ()

=

X
=1

[(1 ∨ 1  −1 ∨ −1  ∨  +1  )− (1 ∨ 1  −1 ∨ −1  +1  )]

≥
X
=1

[(1 ∨ 1  −1 ∨ −1  +1  )− (1 ∨ 1  −1 ∨ −1  ∧  +1  )]

≥
X
=1

[(1  −1  +1 ∧ +1   ∧ )− (1  −1  ∧  +1 ∧ +1   ∧ )]

= ()− ( ∧ )]

Here, the first and the last equalities are telescopic equations. To obtain the first in-

equality, observe that for every , by part 2 in the hypothesis, the term in the second

line is at least as high as the term in the third line. To obtain the second inequality, for

each , use the increasing differences property to apply Lemma A.2 and conclude that

the the term in the third line is at least as high as the term in the fourth line. Each

inequality is then obtained by summing up the inequalities over .

An immediate corollary to the proposition is that supermodularity reduces to pairwise-

supermodularity on R:

Corollary A.1 For any  : R → R, the following are equivalent:

1.  is supermodular
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2.  has increasing differences;

3.  is pair-wise supermodular.

Proof. Since R is linearly ordered, every function is supermodular on R. The corollary

then follows from Proposition 1 and the definitions.

Hence, supermodularity is a pair-wise concept on R–and in fact on any product of

linearly-ordered sets. This is because it reflects the pair-wise concept of complementarity.

As stated in terms of constraints, complementarity is also captured by sublattices. It

turns out that sublattices can be reduced to pair-wise constraints on R.

Proposition A.3 Let  be a sublattice of R (under coordinate-wise order). For all

 , define

 = {( )|(  −) ∈  for some −}
 =  ×

Y
 6=

R

Then,

 =
\




That is, a sublattice  can be written as a set of pair-wise constraints:  ∈  if

( ) ∈  ∀ 
This limits the applicability of lattice theory and the analyses in these lectures substan-

tially because many important constraints cannot be stated as sublattices. For example,

when there are three or more goods, a budget set {| (−−) · ≤ 0} cannot be a lattice
under usual order or its reverse.

A.5.5 Order Topology and Continuity

In a lattice, the order induces the relevant concepts of continuity and convergence. I will

conclude this section by describing these concepts, which will be used in the analyses of

supermodular games.

Consider a complete lattice (≥). Consider any monotone sequence  in . Since
(≥) is complete,
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sup{| ∈ N} and inf{| ∈ N}

exist. For any weakly increasing sequence  (with +1 ≥  for all ), it is natural to

think that  converges to sup {| ∈ N}. Similarly, for any weakly decreasing sequence
 (with { ≥ +1for all ), it is natural to think that  converges to inf {| ∈ N}.
The order topology is the smallest topology in which every weakly increasing sequence

 converges to its supremum

lim  ≡ sup 

and every weakly decreasing sequence  converges to its infimum

lim  ≡ inf 

Definition A.8 A function  :  →  (where  is any topological space, such as R),

 is said to be continuous (in the order topology) if for every monotone sequence ,

lim () =  (lim) 

That is, for every weakly increasing sequence , lim () = (sup ), and for

every weakly decreasing , lim () = (inf ).

A.5.6 Exercises

Exercise A.2 For some lattice (≥), consider supermodular functions  :  → R

and  :  → R Prove or disprove the following.

1. For any   ≥ 0  +  is supermodular.

2. If  and  are isotone and nonnegative (i.e. () ≥ 0 and () ≥ 0 for all ),
then  is supermodular.

3. Under the conditions in part (b),  is supermodular for any  ≥ 1.

Exercise A.3 This question asks you to prove some basic facts.

1. For any lattice (≥) show that if  and  are sublattices, so is  ∩  .



16 APPENDIX A. MATHEMATICAL TOOLS

2. Consider a function  : ×Ω→ R, where (≥) is a lattice and Ω is a probability
space with expectation operator . Show that if  (· ) is supermodular for all
 ∈ Ω, then [ ] is also supermodular.

3. Let  be a set of sets that is closed under union (i.e. ∪ ∈  for all  ∈ )

and with ∅ ∈ . Define order ≥ on  by  ≥  ⇐⇒  ⊇ . Show that (≥)
is a complete lattice. What are  ∨ and  ∧?

4. On the set RR++ of functions  : R+ → R+, define order ≥ by  ≥  ⇐⇒ () ≥ 

() for all  ∈ R. Show that (RR++ ≥) is a lattice. Show also that the following are
sublattices:

(a) all continuous functions,

(b) all non-increasing functions, and

(c) all functions  with  ≤  for some fixed function .

Exercise A.4 Prove the following statements.

1. If  and  are supermodular, so is  + .

2. If  is supermodular and   0, then  is also supermodular.

3. If  : Θ× → R, where

•  is a lattice,

•  ∈ Θ is not known,

• ( ·) :  → R is supermodular for each  ∈ Θ,

then [ ] :  → R is supermodular, where  is an expectation operator on Θ.

Exercise A.5 Let  be a complete lattice and  :  →  be isotone. (Do not assume

that  is continuous.) Define

 = inf{|() ≤ }
 = sup{|() ≥ }

Show that  and  are fixed points of  , i.e.,  =  () and  =  (). Show also that,

if  () = , then  ≤  ≤ .
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Exercise A.6 For each case below, show that (≥) is a lattice. Determine the join
and meet operators and check whether it is complete.

1.  is the set of all probability distributions on the real line; ≥ is the relation of

first-order stochastic dominance.

Hint: You can take  as the set of CDFs  : R→ [0 1] and write

 ≥  ⇐⇒ [ () ≤  () ∀] 

If you feel more comfortable, you can confine to continuous CDFs and/or restrict

the domain to [0 1].

2.  is the set of all partitions of a fixed set . ≥ is the refinement ordering: for any
 0 ∈ ,  ≥  0 if and only if  is finer than  0, i.e., for any  ∈  , 0 ∈  0,

if  ∩ 0 6= ∅, then  ⊆ 0. (You can take  finite if you feel more comfortable.)

3. Fix a finite type space (Θ∗  ∗ ), where  ∗ =  ∗1 × · · · ×  ∗ and each type  ∈  ∗
is associated a belief  ∈ ∆(Θ∗ ×  ∗−). A belief-closed subspace is a pair (Θ  ),

with  a nonempty set of the form 1 × · · · × , where Θ ⊆ Θ∗ and  ⊆  ∗ for

each , and such that (Θ× −) = 1 for each  and each  ∈ . Take  to be

the set of all belief-closed subspaces, together with (∅∅), and the ordering to be

set inclusion: (Θ  ) ≥ (Θ0  0) if Θ ⊇ Θ0 and  ⊇  0.
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