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Transformers have proven to be an effective DNN
architecture across a vast array of domains

Information RetrievaI/Search Reinforcement Learning

Machine Translation Generative Al (LLMs, Text-to-
image models,

Speech Recognition Image Captioning, ...)

Text-to-Speech Numerous special-purpose

systems (e.g., AlphaFold)
Computer Vision




We will use Search/Information

Retrieval as the motivating use-case
S

- Find me all flights from BOS to LGA tomorrow morning
- How many customers abandoned their shopping carts?

- Find all contracts that are up for renewal next month




We will focus on this travel-related

example today
e

“Find me all flights from BOS to LGA tomorrow morning”




We will focus on this travel-related
example today

“Find me all flights from BOS to LGA tomorrow morning”

In these sorts of use-cases, a common approach is as
follows: Convert the natural language query into a
structured query (i.e., SQL) that can be used to

search/lookup info in a database.




We will focus on this travel-related
example today

“Find me all flights from BOS to LGA tomorrow morning”

In these sorts of use-cases, a common approach is as
follows: Convert the natural language query into a
structured query (i.e., SQL) that can be used to
search/lookup info in a database.

To enable this, we need to automatically extract travel-
related entities from the natural language query.




We will use the Airline Trave
Information Systems (ATIS) dataset™

https://aclanthology.org/H90-1021/ 7
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Extracting “entities” from natural language

S
Given a query in natural language ...

Input: | want to fly from boston at 7 am and arrive in denver at 11 in
the morning

Dataset: Airline Travel Information Systems (ATIS) 8



Extracting “entities” from natural language

Input: | want to fly from boston at 7 am and arrive in denver at 11 in
the morning

... classify each word in the query to a corresponding “slot”

Dataset: Airline Travel Information Systems (ATIS) 9



Classify each word in the query to a

corresponding “slot” - Example
-1

boston B-fromloc.city_name

7 am B-depart_time.time |-depart_time.time
denver B-toloc.city _name

11 B-arrive_time.time

: B-arrive_time.period_of day
morning

11



Slot Types in the ATIS dataset

'B-aircraft code'’,

'B-airline code',

'B-airline name',

'B-airport code',

'B-airport name',

'B-arrive_date.date_relative',

'B-arrive_date.day name',

'B-arrive date.day number', 1 2 3 " b I
'B-arrive_date.month_name'’, p O S S I e
'B-arrive date.today relative',

'B-arrive_time.end_time', S | Ots !
'B-arrive_time.period_mod',

'B-arrive time.period of day',

'B-arrive_time.start time'’,

'B-arrive time.time',

'B-arrive time.time relative',

'B-city name',
'B-class_type',

L

'I-round trip',
'I-stoploc.city name',
'I-time',

- 'I-today_relative',
'I-toloc.airport_name',
'I-toloc.city name',
'I-toloc.state name',

12



How can we solve this word-to-slot multi-class

classification problem?
-9

| want to fly from boston at 7 am and arrive in denver at 11 in the

morning ‘

O O O O O B-fromloc.city_name O B-depart_time.time I-
depart_time.time O O O B-toloc.city_name O B-arrive_time.time O O
B-arrive_time.period of day

13



How can we solve this word-to-slot multi-class

classification problem?
-9

| want to fly from boston at 7 am and arrive in denver at 11 in the

morning ‘

O O O O O B-fromloc.city_name O B-depart_time.time I-
depart_time.time O O O B-toloc.city_name O B-arrive_time.time O O
B-arrive_time.period of day

Each of the 18 words above must be assigned to one of 123 slot
types!

If we could run the query sentence through a DNN and generate 18
outputs (one for each input word in the query), we could attach a
123-way softmax to each of those 18 outputs.
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What must we take into account?

We want to generate an output that has the same length as
the input (so that we can classify each output element to the
right slot type)

15



What must we take into account?
e

In addition, we would like to
- Take the surrounding context of each word into account

- Take the order of the words into account

16



Context matters
e

The meaning of a word can change dramatically depending on the context.
A single embedding — like GloVe - for all contexts a word can appear in isn’t
good enough

17



Context matters
e

m Example Contexts

bank

station

| will see you soon
| will see this project to its end

| see what you mean

| went to the bank to apply for a loan
| am banking on the job offer coming through

| am standing on the left bank

The animal didn’t cross the street because it was too tired
The animal didn’t cross the street because it was too wide

The train left the station on time
The radio station was playing 60s hits
| was stationed on a remote island in Polynesia

18



Order matters
e

<add your own examples &>

19



The Transformer Architecture

S
Meets ALL the requirements we identified earlier

v Takes the surrounding context of each word into account
v Takes the order of the words into account
v Can generate an output that has the same length as the input

20



The Transformer Architecture

S
Meets ALL the requirements we identified earlier

v Takes the surrounding context of each word into account
v Takes the order of the words into account
v Can generate an output that has the same length as the input

Developed in 2017. Dramatic and on-going impact on DL

21



Effect of the Transformer on Google

Search
N

2019 brazil traveler to usa need a visa

BEFORE

9:00 v4dil

google.com

Wwp Washington Post» 2019/03/21 ©

U.S. citizens can travel to Brazil without the red
tape of a visa
)19 - Starting on June 17, you can go to Brazil

without a visa and ... Australia, Japan and Canada will

rneed avisato washingtong St m

https://blog.google/products/search/search-language-understanding-bert/ 22
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Effect of the Transformer on Google

Search
N

2019 brazil traveler to usa need a visa

BEFORE AFTER

9:00 V4l 9:00 V4l
google.com google.com
Wwp Washington Post» 2019/03/21 © @ USEmbassy.gov br i
U.S. citizens can travel to Brazil without the red Tourism & Visitor | U.S. Embassy & Consulates

tape of a visa in Brazil

)19 - Starting on June 17, you can go to Brazil In general, tourists traveling to the United States require
C Cd C o~

S valid B-2 visas. That is unless they are eligible to travel

without a visa and ... Australia, Japan and Canada will =

rneed avisato washingtong St m

https://blog.google/products/search/search-language-understanding-bert/ 73
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The Transformer Architecture
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Figure 1: The Transformer - model architecture.

Figures from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia

Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.
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We will focus on this first

How to take the surrounding context of
each word into account

25



How to take the surrounding context of each

word into account
1

26



From embeddings to contextual embeddings

The train slowly left the station
w1 w2 w3 W4  Ws We

* We can easily get stand-alone embeddings for all the words

27



From embeddings to contextual embeddings

The train slowly left the station
w1 w2 w3 W4  Ws We

e How can we modify station’s embedding so that it incorporates
the other words?

28



From embeddings to contextual embeddings

-1
The train slowly left the station

w1 w2 ws W4y Ws We

Imagine that
we somehow
know how
much
attention to
give the other
words i.e.,
how much
weight to give
the other
words

29



From embeddings to contextual embeddings

Imagine that
we somehow
know how
much
attention to
give the other
words i.e.,
how much
weight to give
the other
words

The train slowly left the station
w1 W9 ws Wy Wr We
Intuitively:

Which word(s) should get the most weight, which
word(s) the least?

30



From embeddings to contextual embeddings

-1
The train slowly left the station

w1 w2 ws W4y Ws We

Imagine that
we somehow
know how
much
attention to

give the other  \we should give a lot of weight to “train’, a little to

words i.e., . 1 ’
how much ‘slowly’ and ‘left’, and hardly anything to ‘the’.

weight to give
the other

words

31



From embeddings to contextual embeddings

-1
The train slowly left the station

w1 w2 ws W4y Ws We

0.05 0.3 0.12 0.08 0.05 0.4

Maybe something like this?

32



From embeddings to contextual embeddings

-1
The train slowly left the station

w1 w2 ws W4y Ws We

0.05 0.3 0.12 0.08 0.05 0.4

How can we use these weights to
“contextualize” the stand-alone
embedding wg for “station”?

33



From embeddings to contextual embeddings

The train slowly left the station

Idea: For each

word, we can

calculate a

0.05 +0.3 + 0.12 + 0.08 +0.05 0.4 weighted
average of the
stand-alone
embeddings
of all the

0.05 0.3 0.12 0.08 0.05 0.4 words in the
sentence

w1 w2 ws W4y Ws We

34



From embeddings to contextual embeddings

-1
The train slowly left the station

w1 w2 ws W4y Ws We

0.05 +0.3 + 0.12 +0.08 +0.05 +0.4

35



From embeddings to contextual embeddings

-1
The  train slowly left the station

Stand-alone !

w1 w2 w3 Wy W5 We embedding
0.05 +0.3 + 0.12 + 0.08 +0.05 ++04
S Contextual
S version of wg

36



Let’s write it more formally

-1
The train slowly left the station

Wy W wWs Wy W We Stand-algne
embedding

$1,6 ) ; ; : 56,6

We

QDG = S1,6W1 —+ S2 6 W2 + $3,6W3 + S4,6W4 -+ S5,6Ws —+ S6,6We Contextual
version of wg

37



For a given word (e.g., ‘station’), how should

the weights be chosen?
-

38



For a given word (e.g., ‘station’), how should

the weights of the other words be chosen?
S

Intuition

* The weight of a word should be proportional to how related it is
to the word “station”

39



For a given word (e.g., ‘station’), how should

the weights of the other words be chosen?
S

Intuition

* One way to quantify how “related” two words are: the dot-
product of their stand-alone embeddings

40



How dot products measure “relatedness”

B N
iPad

41



Dot-products between embeddings are a key
ingredient but we need to do one more thing to make

them Eroger* vveiﬁhts
1

The train slowly left the station

w1 w2 w3 Wy Ws We

51,6 , : ; : 56,6

How should we
do this?

We

* non-negative, and summing to 1.0 42



Since dot-products can be negative, we can exponentiat
them and then normalize (remember softmax?)

-1
The train slowly left the station

w1 w2 w3 Wy Ws We

81’6 Y ) Y Y 8676

6
Zizl exp('wz-, w6> We

43



Summary: From embeddings to contextual

embeddings
-1

The train slowly left the station

TN Stand-alone
w1 w2 w3 W4 W5 </l£]_6/ embedding

56,6

eXp<’LU1 ) ’UJ6>

> iy explwi, we)

51,6 —

= Contextual
<. W6 ;  embedding

We = S1,6W1 1 S2.6W2 + S3 6W3 + S4.6W4 + S56W5 + S6,6We

44



By choosing weights in this manner, the embedding of a word
moves closer to the embeddings of the other words in the
current context, in proportion to how related they are

train station radio

* The word ‘station’” has many contexts.

45



By choosing weights in this manner, the embedding of a word
moves closer to the embeddings of the other words in the
current context, in proportion to how related they are

train station radio

* The word ‘station’” has many contexts.
* Inthe current context, ‘train’ is closely related to ‘station’
and therefore exerts a strong “pull” on it
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By choosing weights in this manner, the embedding of a word
moves closer to the embeddings of the other words in the
current context, in proportion to how related they are

train station radio

 ‘radio’ is also related to ‘station’ but doesn’t appear in the
current context so (automatically) has zero weight

47



By choosing weights in this manner, the embedding of a word
moves closer to the embeddings of the other words in the
current context, in proportion to how related they are

train station radio

* By moving station closer to train (equivalently — paying more
“attention” to train), we are contextualizing station’s embedding
to the context of trains, platforms, departures, etc.

48



This operation is referred to as a ‘Self Attention’ layer and can
be done very efficiently with matrix operations

Contextual embeddings UA)l ”UAJQ ”UAJ3 ”UAJ4 ZD5 ’UAJG

1T

Self-Attention

TITTT T

Stand-alone embeddings W1 W2 W3 W4y W5 Weg

49



Key Tweak: Multi*-Head Attention

]
Wy We W3 Wy Ws W
'Concate ate
/ and Project \

AAAAAAAAAAAA

B
B
B
.
—&
.=
B
B
B
.
—&
s

{ Self-Attention [ Self-Attention

wp W2 W3 w4 Ws We
*Similar to having multiple filters in a convolutional layer

w1 Wy W3 W4 Wy We

50



This helps us “attend to” the multiple patterns

that may be present in a single sentence
-1

Patterns related to “tense”

Patterns related to “tone”

Patterns related to the relationships between entities in the
sentence

51



Different attention ‘heads’ learn different

patterns
1
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Key Tweak: Inject some non-linearity with
feed-forward layers at the end

AAAAAA

Feed-Forward
Layers

RN

53



The story so far
-1

End with contextual embeddings N " 2 " Kot K
w W2 W3 wqg W; We

ARRER

Feed-Forward
Layers

" Concatenate
~*|__ and Project

ty W Wy 1y s Wy iy t0s iy W tlg
L UL LI

!

- s ™ ."1
Self-Attention Self-Attention

s < A /

Wi IR
w; W9 w3 wy W wy uh Uy Wy Wy Wy Wy

Start with random embeddings
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We have satisfied 2 of the 3

requirements
-1

Wy Wo W3 Wy Wy We

v'Takes the surrounding context of each word ] I I I ] [

int t

INtO accoun [ Feed-Forward J
Layers

v'Can generate an output that has the same ;

length as the input I

" Concatenate
" |__and Project

thy A Uy e s g iy 1y tils iy e tig
t t {
4 N ol

Self-Attention Self-Attention
. ey g A
! 1 1
i BERA
w; uy w3 wy Ws W uh uy Wy Wy Wy Wy
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Does this architecture take word order
iInto account?

AAAAAA

wp W2 W3 wg W; We

ARRER

Feed-Forward
Layers

? Takes the order of the words into account [

Wy Wa Wy ty 5 Wy Wy 1y g iy e tilg
I I I l { [ ' | [ | I ‘
£ - ™ &

Self-Attention ’ Self-Attention

2 g G 2 /
I " I I [ ] ’ ] I ’ I '
w; wy W3 wy W wy uy Wy Wy Wy Wy Wy
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The architecture does not take word

order into account
S

Wy We W3 Wy Wy We

ARRER

We can scramble the order of the Feadrarard
words in a sentence, and we’d [ Layers J
get the exact same contextual I
embeddings at the end. T 1 T I

" Concatenate |
*| _andProject | ™

twy e Wy thy 5 Wy un iy g oy W g
‘ [ T ] [ | ’ I [ | | |
Pl E = - . Y 'f - \

Self-Attention

Self-Attention

h A /
\ I ] ] ‘ ] ' l I ’ l .
W) wy w3 wy Ws W uy Uy Wy Wy wWr Wy
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The Fix: Positional Encoding

]
- Add each word’s position in the sentence to its stand-

alone embedding.

« Our input word embeddings will be the sum of two
things:
- the usual “stand-alone” embedding +

- a position embedding, which represents the position
of the word in the sentence.

58



Positional Encoding - Example
-9

Stand-alone embedding Position embedding
ey e | T (I
[UNK] 0
cat 0.5 7.1 1 6.3 3.7
mat ) 31 2 0.6 8.1
I 0.1 3.4 3 -2.3 41
sit 1.2 5.3 4 0.14 5.4
love 6.1 7.2 > 1.29 3.3
the 0.1 0.1 6 6.12 -2.2
you 5.0 3.2 7 0.11 2.1
on 2.0 4.1 8 5.03 -5.2
9 2.05 -4.1
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Positional Encoding - Example
-9

Position embedding

Stand-alone embedding

[UNK] 6.1 -3.2
, cat 0.5 7.1
r;laz ..... _5'.0_._._._5.1_._.

I 0.1 3.4

sat 1.2 5.3

love 6.1 7.2

the 0.1 0.1

you 5.0 3.2

on 2.0 4.1

O 00 N o o B W N =

“cat sat mat”

, cat 0.5 7.1

| S

' 0 1.3 3.9
sum 1.8 11.0

60



Positional Encoding - Example
-9

Stand-alone embedding Position embedding “cat sat mat”
[UNK] 0 cat
I Y
cat 0.5 7.1 1 6.3 3.7 0 1.3 3.9
mat -2.0 -3.1 2 0.6 8.1 sum 1.8 11.0
I 0.1 3.4 3 -2.3 -4.1
S o
RTINS . ow se TR
....................... / | Sat 1-2 5 3
Iove 61 72 5 129 33 (CETETETIEIETIETETIEIETIETIERC
1 6.3 3.7
the 0.1 0.1 6 6.12 22 leimimimimimimimimimimn
sum 7.5 9.0
you 5.0 3.2 7 0.11 2.1
on 20 41 8 sos 52 [ I
9 2.05 -4.1 mat -2.0 -3.1
2 0.6 8.1

sum -1.4 5.0



Positional Encoding - Example
-9

Stand-alone embedding

Position embedding

“cat sat mat”

[UNK]

cat 0.5 7.1
2 S ¢
. mat -2.0 -3.1 >
....................... J
I 0.1 3.4

sat 1.2 5.3

love 6.1 7.2

the 0.1 0.1

you 5.0 3.2

on 2.0 4.1

— O

O 00 N o U1 B W

cat
0 1.3 3.9

- sum 1.8 11.0

sat 1.2 5.3

1 6.3 3.7

sum 7.5 9.0
ymat -2.0 -3.1
BT, SR s
2 0.6 8.1



We have satisfied all 3 requirements

Wy We W3 Wy Wy We

v' Takes the surrounding context of each word into ‘ ‘ ‘ ‘ ‘ ‘
account Feed-Forward

v’ Takes the order of the words into account Layers

v' Can generate an output that has the same I
length as the input

ty e Wy 1y 5 Wy un 1y g iy W tig
| | RERER
~\ y ‘
Self-Attention ’ Self-Attention ]
<
| | W aIM
w; wy w3 wy Ws Wy Wy wy Wy W Wy Wy

Positional Input Embeddings
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This is called a Transformer Encoder

AAAAAA

wp W2 W3z Wy W; We

ARRER

Feed-Forward
Layers

Wy A Ay gty U
. I * I [ \
P

’ Concatenate

and Project |, "

o~ je J

try W Wy 1y g Wy un thp Wy iy e tig
> ‘

Self-Attention ‘ Self-Attention

. x 2y < 2 /
W) wy Wy wy Ws Wy uy Uy Wz Wy Wy Wy

Positional Input Embeddings
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This is called a Transformer Encoder*®

Wy Wy W3 Wy Wy We r | \
~—>| Add & Norm |
1] ]
- Forward
Feed-Forward T
Layers
] Nx | —{"Add & Norm )
" b . Multi-Head
_-1.1 LP u._-_: tllg ;!l: r'_,..-? Atter]tlon
i 11023 . it 7
P . ! \ )
- - [ -
D b s . Positional
' 1] f ] I i &)
o ) NNERE NI Encoding
| ‘ Self-Attention ‘ Self-Attention Input
\ SEEmeeey S e . Embedding
pazasn R arnac i
Inputs

Positional Input Embeddings

*with layernorm and residual connections (details in the next lecture) https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 6 5
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.




This is called a Transformer Encoder

Summary

- The input embedding can simply be
random embeddings or pretrained

é

N
~>{ Add & Norm |

Feed
Forward

A

.

A

~—>| Add & Norm |

Multi-
Attention

Head

Input
Embedding

T

Inputs

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 6 6
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.




This is called a Transformer Encoder

Summary ——
~>| Add & Norm |

Feed
Forward

A

- Add in a position dependent
embedding to represent the

el . N
position of each word in sentence * | (> Add & Norm }
Multi-Head
Attention

L
% J
Positional ®\A—(9
Encoding
Input
Embedding

T

Inputs
https://arxiv.org/abs/1706.03762

ﬂ

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 6 7
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.




This is called a Transformer Encoder

94
Summary ——

4 B
. ~>| Add & Norm }
Feed
Forward
° A
Nx | —{Add & Norm )
- Pass through multi-headed 4 e
attention to get a context 1 7
dependent representation — )
Positional D
Encoding
Input
Embedding
Inputs

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 68
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.




This is called a Transformer Encoder

_
Summary

é

: /

Ny | —~{"Add & Norm )

N
~>{ Add & Norm |

Feed
Forward

V4 SS—

A

. Multi-Head
Attention
At
\_ J
- Finally, pass all this through a Positional

simple feed-forward network Encoding

&

Input
Embedding

T

Inputs

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 69
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.




This is called a Transformer Encoder

Summary . —
. ~—> Add & Norm ]
Feed
Forward
° A
Nx | —(Adde Nom )
. Multi-Head
Attention
At 4
\_ J
¢ Positional D
Encoding
- Since encoders have the same-sized Input
inputs and outputs, they can be Embedding
daisy-chained (i.e., stacked) to get T
more modeling capacity Inputs

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 7 O
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.




Elements of the Transformer Encoder that

will be covered in the next lecture*
I

Linear projections of the incoming embeddings into three
different spaces before the self-attention operation is
carried out

Residual connections

Layer normalization

*please see the textbook if you can’t stand the suspense & 71



Let’s apply a Transformer Encoder to
the word-to-slot problem!
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Slot Filling with Transformers

-1
fly O
from 0
Boston -
to @)
Denver B-toloc.city_
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Slot Filling with Transformers

Positional Contextual
input embeddings

embeddings
fly | 1 00| 0

from EzN . EREE O
Boston IUUU
to HERR O

Denver | 000 ottty

*Transformer Encoder (AN Indicate 4-element embedding vectors



Slot Filling with Transformers

]

Positional Contextual

input embeddings

embeddings
fly [ 1 10| BRE o
from BT _’IUUU_» Dense BRR 0
Boston BERR (ReLU) BRE o
to ARERR BEE 0
Denver | 000 | ] 1] ool ity

*Transformer Encoder

Indicate 4-element embedding vectors




Slot Filling with Transformers

]

Positional Contextual

input embeddings Softmax
fiy embeddings lUUU :j: _Em_. .
from _»_’IUUU_» NEN T . EBE— o
Boston BERR [selld) Iy . —
to ARERR LD — pm— ©
Denver BEER DD — o

*Transformer Encoder

Indicate 4-element embedding vectors




Slot Filling with Transformers

1
Positional Contextual
input embeddings
fiy '/ embeddings. - _______ ) UU m
from i — e i_,' i ,
Bostor  EEEE B
to EREE BEE —> 0
Denver i : DR — s e

— e o =

__________

'The weights in all these layers will
.get optimized by backprop

o —

_________

*Transformer Encoder U Indicate 4-element embedding vectors
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Link to colab
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https://colab.research.google.com/drive/1G3wNTJukKRtPBrfXQY84TuPfwkRwtv9h?usp=sharing
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