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Transformers have proven to be an effective DNN 
architecture across a vast array of domains 

Information Retrieval/Search 

Machine Translation 

Speech Recognition 

Text-to-Speech 

Computer Vision 

Reinforcement Learning 

Generative AI (LLMs, Text-to-
image models, 
Image Captioning, …) 

Numerous special-purpose 
systems (e.g., AlphaFold) 

… 
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General use-case: Convert natural language query into a structured
query (i.e., SQL) that can be used to search/lookup info in a
database
Upside: Minimize search frictions, Increase productivity
Downside: Relatively high bar for accuracy

We will use Search/Information 
Retrieval as the motivating use-case 

• Find me all flights from BOS to LGA tomorrow morning 

• How many customers abandoned their shopping carts? 

• Find all contracts that are up for renewal next month 
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We will focus on this travel-related 
example today 

“Find me all flights from BOS to LGA tomorrow morning” 
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We will focus on this travel-related 
example today 

“Find me all flights from BOS to LGA tomorrow morning” 

In these sorts of use-cases, a common approach is as 
follows: Convert the natural language query into a 
structured query (i.e., SQL) that can be used to 
search/lookup info in a database. 
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We will focus on this travel-related 
example today 

“Find me all flights from BOS to LGA tomorrow morning” 

In these sorts of use-cases, a common approach is as 
follows: Convert the natural language query into a 
structured query (i.e., SQL) that can be used to 
search/lookup info in a database. 

To enable this, we need to automatically extract travel-
related entities from the natural language query. 
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We will use the Airline Travel 
Information Systems (ATIS) dataset* 

https://aclanthology.org/H90-1021/ 7 

https://aclanthology.org/H90-1021


      

                
 

         

    

      

Classify each word in the query to a corresponding “slot”

Extracting “entities” from natural language 

Given a query in natural language … 

Input: I want to fly from boston at 7 am and arrive in denver at 11 in 
the morning 

Dataset: Airline Travel Information Systems (ATIS) 8 



      

                
 

         

    

      

Extracting “entities” from natural language 

Given a query in natural language … 

Input: I want to fly from boston at 7 am and arrive in denver at 11 in 
the morning 

… classify each word in the query to a corresponding “slot” 

Dataset: Airline Travel Information Systems (ATIS) 9 
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Classify each word in the query to a 
corresponding “slot” - Example 

I want to fly from 

boston 

at 

7 am 

and arrive in 

denver 

at 

in the 

morning 

O O O O O 

B-fromloc.city_name 

O 

B-depart_time.time I-depart_time.time 

O O O 

B-toloc.city_name 

O 

B-arrive_time.time 

O O 
B-arrive_time.period_of_day 
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Slot Types in the ATIS dataset 

123 possible 
slots! 

… 
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Each of the 18 words above must be assigned to one of 123 slot
types!

If we could run the query sentence through a DNN and generate 18
outputs (one for each input word in the query), we could attach a
123-way softmax to each of those 18 outputs.

How can we solve this word-to-slot multi-class 
classification problem? 

I want to fly from boston at 7 am and arrive in denver at 11 in the
morning 

O O O O O B-fromloc.city_name O B-depart_time.time I-
depart_time.time O O O B-toloc.city_name O B-arrive_time.time O O 
B-arrive_time.period_of_day 
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How can we solve this word-to-slot multi-class 
classification problem? 

I want to fly from boston at 7 am and arrive in denver at 11 in the
morning 

O O O O O B-fromloc.city_name O B-depart_time.time I-
depart_time.time O O O B-toloc.city_name O B-arrive_time.time O O 
B-arrive_time.period_of_day 

Each of the 18 words above must be assigned to one of 123 slot
types! 

If we could run the query sentence through a DNN and generate 18
outputs (one for each input word in the query), we could attach a
123-way softmax to each of those 18 outputs. 
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What must we take into account? 

We want to generate an output that has the same length as 
the input (so that we can classify each output element to the 
right slot type) 

15 



     

       
      

   

     

      

What must we take into account? 

We want to generate an output that has the same length as 
the input (so that we can classify each output element to the 
right slot type) 

In addition, we would like to 

• Take the surrounding context of each word into account 

• Take the order of the words into account 
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Context matters 

The meaning of a word can change dramatically depending on the context. 
A single embedding – like GloVe - for all contexts a word can appear in isn’t 
good enough 

17 



Context matters 

The meaning of a word can change dramatically depending on the context. A single 
embedding – like GloVe - for all contexts a word can appear in isn’t good enough 

see 

Word Example Contexts 

I will see you soon 
I will see this project to its end 
I see what you mean 

 

 

   
   
   

       
      
     

          
          

      
      

      

           
          

bank I went to the bank to apply for a loan 
I am banking on the job offer coming through 
I am standing on the left bank 

it The animal didn’t cross the street because it was too tired 
The animal didn’t cross the street because it was too wide 

station The train left the station on time 
The radio station was playing 60s hits 
I was stationed on a remote island in Polynesia 
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Order matters 

<add your own examples �> 
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The Transformer Architecture 

• Meets ALL the requirements we identified earlier 
• Takes the surrounding context of each word into account 
• Takes the order of the words into account 
• Can generate an output that has the same length as the input 

20 



  

    
        
       

   

The Transformer Architecture 

• Meets ALL the requirements we identified earlier 
• Takes the surrounding context of each word into account 
• Takes the order of the words into account 
• Can generate an output that has the same length as the input 

• Developed in 2017. Dramatic and on-going impact on DL 

21 



Effect of the Transformer on Google 
Search 

      

https://blog.google/products/search/search-language-understanding-bert/ 22 

https://blog.google/products/search/search-language-understanding-bert


      Effect of the Transformer on Google 
Search 

https://blog.google/products/search/search-language-understanding-bert/ 23 

https://blog.google/products/search/search-language-understanding-bert


The Transformer Architecture 

https://arxiv.org/abs/1706.03762 

Figures from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 24 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use. 

https://ocw.mit.edu/help/faq-fair-use


     

    
   
     

    
   

We will focus on this first 

How to take the surrounding context of 
each word into account 
How to take the order of the words into 
account 
How to generate an output that has the 
same length as the input 

25 



     
  

How to take the surrounding context of each 
word into account 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 
w1 w2 w3 w4 w5 w6 

• We can easily get stand-alone embeddings for all the words 

27 



   

         

          
 

                         
<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 
w1 w2 w3 w4 w5 w6 

• We can easily get stand-alone embeddings for all the words 

• How can we modify station’s embedding so that it incorporates 
the other words? 

28 



   

 
  

  
 

  
   

 

   
 

                           
<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

Imagine that 
we somehow 
know how 
much 
attention to 
give the other 
words i.e., 
how much 

the other 
words 

weight to give 

The train slowly left the station 

w1 w2 w3 w4 w5 w6 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

Imagine that 
we somehow 
know how 
much 
attention to 
give the other 
words i.e., 
how much 
weight to give 
the other 
words 

The train slowly left the station 

w1 w2 w3 w4 w5 w6 

Intuitively: 
Which word(s) should get the most weight, which 
word(s) the least? 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

Imagine that 
we somehow 
know how 
much 
attention to 
give the other 
words i.e., 
how much 

the other 
words 

weight to give 

The train slowly left the station 

w1 w2 w3 w4 w5 w6 

We should give a lot of weight to ‘train’, a little to 
‘slowly’ and ‘left’, and hardly anything to ‘the’. 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 

w1 w2 w3 w4 w5 w6 

0.05 0.3 0.12 0.08 0.05 0.4 

Maybe something like this? 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 

w1 w2 w3 w4 w5 w6 

0.05 0.3 0.12 0.08 0.05 0.4 

How can we use these weights to 
“contextualize” the stand-alone 
embedding w6 for “station”? 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 
Idea: For each 

w1 w2 w3 w4 w5 w6 word, we can 
calculate a 

0.05 + 0.3 + 0.12 + 0.08 + 0.05 +0.4 weighted 
average of the 
stand-alone 
embeddings 
of all the 
words in the 0.05 0.3 0.12 0.08 0.05 0.4 
sentence 
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 

w1 w2 w3 w4 w5 w6 

0.05 + 0.3 + 0.12 + 0.08 + 0.05 +0.4 
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 <latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>
<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>

<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

From embeddings to contextual embeddings 

The train slowly left the station 

w1 w2 w3 w4 w5 

0.05 + 0.3 + 0.12 + 0.08 + 0.05 +0.4 

w6 

Contextual 
version of w6 

Stand-alone 
embedding 
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 <latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit> <latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit> <latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit> <latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit> <latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit> <latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>

<latexit sha1_base64="gV/bLlPZ8UVkCbCgnU07AsAvQvs=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbd3PvIvrab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5JWrepdVd2Hy0q9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+nG48R</latexit> <latexit sha1_base64="Lj8Eym9oBiKs5TSpMpBZeGjbX8Y=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLsZDYZMju7zPQKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWapt+Vru4nvbLFbfqzkFWiZeTCuRo9MtfvUHM0ogrZJIa0/XcBP2MahRM8mmplxqeUDamQ961VNGIGz+bnzslZ1YZkDDWthSSufp7IqORMZMosJ0RxZFZ9mbif143xfDWz4RKUuSKLRaFqSQYk9nvZCA0ZygnllCmhb2VsBHVlKFNqGRD8JZfXiWtWtW7qroPl5V6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AqKKPEg==</latexit> <latexit sha1_base64="jQoJp6L+6fpvl3L1stgEHArrvdU=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNiNz2PAi8cI5gHJEmYns8mQ2dllplcISz7CiwdFvPo93vwbJ8keNLGgoajqprsrSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGd1O/9cS1EbF6xHHC/YgOlAgFo2illullF+fXk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGN76mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXhXFffhslyr5nEU4BhO4Aw8uIEa3EMdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx+qKY8T</latexit>

<latexit sha1_base64="6N9QrkXMbVD62PaKQXL53GHYhQw=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNgN8XEMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut7O2vrG5tV3YKe7u7R8clo6OWzpOFcMmi0WsOgHVKLjEpuFGYCdRSKNAYDsY38389hMqzWP5aCYJ+hEdSh5yRo2V2rqf1S6vp/1S2a24c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5uVNybpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjrZ1wmqUHJFovCVBATk9nvZMAVMiMmllCmuL2VsBFVlBmbUNGG4C2/vEpa1Yp3VXEfauV6NY+jAKdwBhfgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq1rTj5zAn/gfP4Aq7CPFA==</latexit>

<latexit sha1_base64="6r8exoa4s6iyoLnTiB7BEVXHCqg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUqx4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvrab9UdivuHGSVeDkpQ45Gv/TVG8QsjVAaJqjWXc9NjJ9RZTgTOC32Uo0JZWM6xK6lkkao/Wx+7pScW2VAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLQheMsvr5JWteLVKu7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+tN48V</latexit>

<latexit sha1_base64="FZZWRcC8AKANg8Ks1uICQ4BY8L4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUrR4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvatF8quxV3DrJKvJyUIUejX/rqDWKWRigNE1Trrucmxs+oMpwJnBZ7qcaEsjEdYtdSSSPUfjY/d0rOrTIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtoQvOWXV0mrWvGuK+7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+uvo8W</latexit>

<latexit sha1_base64="mAKK+opQ2FzqgLFHtQrUe2m5LIQ=">AAACRHicbZDLSgMxFIYz9VbrrerSTbAIglJmetONUHDjsoK9QDsMmTTThmYyQ5JRytCHc+MDuPMJ3LhQxK2YNl1o64HA//0nJ5ffjxmVyrZfrMzK6tr6RnYzt7W9s7uX3z9oySgRmDRxxCLR8ZEkjHLSVFQx0okFQaHPSNsfXU/77XsiJI34nRrHxA3RgNOAYqS05eW7vSFS8MGrwSsovdQ5r000OfBsSiVDJUNlQ2VDFUMVQ1VDVUM1TfpIL1+wi/as4LJw5qIA5tXw8s+9foSTkHCFGZKy69ixclMkFMWMTHK9RJIY4REakK6WHIVEuukshAk80U4fBpHQiys4c39PpCiUchz6emeI1FAu9qbmf71uooJLN6U8ThTh2FwUJAyqCE4ThX0qCFZsrAXCguq3QjxEAmGlc8/pEJzFLy+LVqnoVIv2baVQL83jyIIjcAxOgQMuQB3cgAZoAgwewSt4Bx/Wk/VmfVpfZmvGms8cgj9lff8AgvSqnA==</latexit>

Let’s write it more formally 

The train slowly left the station 
w1 w2 w3 w4 w5 w6 

Stand-alone 
embedding 

s1,6 s2,6 s3,6 s4,6 s5,6 s6,6 

ŵ6 = s1,6w1 + s2,6w2 + s3,6w3 + s4,6w4 + s5,6w5 + s6,6w6 Contextual 
version of w6 
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For a given word (e.g., ‘station’), how should 
the weights be chosen? 

38 



        
       

             
   

For a given word (e.g., ‘station’), how should 
the weights of the other words be chosen? 

Intuition 

• The weight of a word should be proportional to how related it is 
to the word “station” 
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For a given word (e.g., ‘station’), how should 
the weights of the other words be chosen?

40

Intuition

• The weight of a word should be proportional to how related it is 
to the word “station”

• One way to quantify how “related” two words are: the dot-
product of their stand-alone embeddings



How dot products measure “relatedness”

41

iPad
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit>w1
<latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit>w2

<latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit>w3
<latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>w4

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>w5
<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>w6

<latexit sha1_base64="gV/bLlPZ8UVkCbCgnU07AsAvQvs=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbd3PvIvrab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5JWrepdVd2Hy0q9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+nG48R</latexit>s1,6
<latexit sha1_base64="Lj8Eym9oBiKs5TSpMpBZeGjbX8Y=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLsZDYZMju7zPQKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWapt+Vru4nvbLFbfqzkFWiZeTCuRo9MtfvUHM0ogrZJIa0/XcBP2MahRM8mmplxqeUDamQ961VNGIGz+bnzslZ1YZkDDWthSSufp7IqORMZMosJ0RxZFZ9mbif143xfDWz4RKUuSKLRaFqSQYk9nvZCA0ZygnllCmhb2VsBHVlKFNqGRD8JZfXiWtWtW7qroPl5V6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AqKKPEg==</latexit>s2,6

<latexit sha1_base64="jQoJp6L+6fpvl3L1stgEHArrvdU=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNiNz2PAi8cI5gHJEmYns8mQ2dllplcISz7CiwdFvPo93vwbJ8keNLGgoajqprsrSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGd1O/9cS1EbF6xHHC/YgOlAgFo2illullF+fXk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGN76mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXhXFffhslyr5nEU4BhO4Aw8uIEa3EMdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx+qKY8T</latexit>s3,6
<latexit sha1_base64="6N9QrkXMbVD62PaKQXL53GHYhQw=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNgN8XEMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut7O2vrG5tV3YKe7u7R8clo6OWzpOFcMmi0WsOgHVKLjEpuFGYCdRSKNAYDsY38389hMqzWP5aCYJ+hEdSh5yRo2V2rqf1S6vp/1S2a24c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5uVNybpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjrZ1wmqUHJFovCVBATk9nvZMAVMiMmllCmuL2VsBFVlBmbUNGG4C2/vEpa1Yp3VXEfauV6NY+jAKdwBhfgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq1rTj5zAn/gfP4Aq7CPFA==</latexit>s4,6

<latexit sha1_base64="6r8exoa4s6iyoLnTiB7BEVXHCqg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUqx4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvrab9UdivuHGSVeDkpQ45Gv/TVG8QsjVAaJqjWXc9NjJ9RZTgTOC32Uo0JZWM6xK6lkkao/Wx+7pScW2VAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLQheMsvr5JWteLVKu7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+tN48V</latexit>s5,6
<latexit sha1_base64="FZZWRcC8AKANg8Ks1uICQ4BY8L4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUrR4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvatF8quxV3DrJKvJyUIUejX/rqDWKWRigNE1Trrucmxs+oMpwJnBZ7qcaEsjEdYtdSSSPUfjY/d0rOrTIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtoQvOWXV0mrWvGuK+7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+uvo8W</latexit>s6,6

How should we 
do this?

Dot-products between embeddings are a key 
ingredient but we need to do one more thing to make 
them proper* weights

The       train     slowly   left       the      station

* non-negative, and summing to 1.0
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit>w1
<latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit>w2

<latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit>w3
<latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>w4

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>w5
<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>w6

<latexit sha1_base64="gV/bLlPZ8UVkCbCgnU07AsAvQvs=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbd3PvIvrab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5JWrepdVd2Hy0q9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+nG48R</latexit>s1,6
<latexit sha1_base64="Lj8Eym9oBiKs5TSpMpBZeGjbX8Y=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLsZDYZMju7zPQKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWapt+Vru4nvbLFbfqzkFWiZeTCuRo9MtfvUHM0ogrZJIa0/XcBP2MahRM8mmplxqeUDamQ961VNGIGz+bnzslZ1YZkDDWthSSufp7IqORMZMosJ0RxZFZ9mbif143xfDWz4RKUuSKLRaFqSQYk9nvZCA0ZygnllCmhb2VsBHVlKFNqGRD8JZfXiWtWtW7qroPl5V6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AqKKPEg==</latexit>s2,6

<latexit sha1_base64="jQoJp6L+6fpvl3L1stgEHArrvdU=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNiNz2PAi8cI5gHJEmYns8mQ2dllplcISz7CiwdFvPo93vwbJ8keNLGgoajqprsrSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGd1O/9cS1EbF6xHHC/YgOlAgFo2illullF+fXk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGN76mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXhXFffhslyr5nEU4BhO4Aw8uIEa3EMdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx+qKY8T</latexit>s3,6
<latexit sha1_base64="6N9QrkXMbVD62PaKQXL53GHYhQw=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNgN8XEMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut7O2vrG5tV3YKe7u7R8clo6OWzpOFcMmi0WsOgHVKLjEpuFGYCdRSKNAYDsY38389hMqzWP5aCYJ+hEdSh5yRo2V2rqf1S6vp/1S2a24c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5uVNybpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjrZ1wmqUHJFovCVBATk9nvZMAVMiMmllCmuL2VsBFVlBmbUNGG4C2/vEpa1Yp3VXEfauV6NY+jAKdwBhfgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq1rTj5zAn/gfP4Aq7CPFA==</latexit>s4,6

<latexit sha1_base64="6r8exoa4s6iyoLnTiB7BEVXHCqg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUqx4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvrab9UdivuHGSVeDkpQ45Gv/TVG8QsjVAaJqjWXc9NjJ9RZTgTOC32Uo0JZWM6xK6lkkao/Wx+7pScW2VAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLQheMsvr5JWteLVKu7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+tN48V</latexit>s5,6
<latexit sha1_base64="FZZWRcC8AKANg8Ks1uICQ4BY8L4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUrR4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvatF8quxV3DrJKvJyUIUejX/rqDWKWRigNE1Trrucmxs+oMpwJnBZ7qcaEsjEdYtdSSSPUfjY/d0rOrTIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtoQvOWXV0mrWvGuK+7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+uvo8W</latexit>s6,6

<latexit sha1_base64="Qi3gDyPopakqNsVJIgVrjnBqWa8=">AAACQnicbVBLSwMxGMzWV62vqkcvwSJ4KGW3aPVSKHjxWME+pLsu2TTbhmazS5JVy9Lf5sVf4M0f4MWDIl49mG4L2taBhGFmvjzGixiVyjRfjMzS8srqWnY9t7G5tb2T391ryjAWmDRwyELR9pAkjHLSUFQx0o4EQYHHSMsbXIz91h0Rkob8Wg0j4gSox6lPMVJacvM30k2sYmUEq9D2BcKJTR4iaDPEe4zAe9cq6q0CbZEKo8SWceAmtGqNbrWqs79ROht18wWzZKaAi8SakgKYou7mn+1uiOOAcIUZkrJjmZFyEiQUxfq8nB1LEiE8QD3S0ZSjgEgnSSsYwSOtdKEfCr24gqn6dyJBgZTDwNPJAKm+nPfG4n9eJ1b+uZNQHsWKcDy5yI8ZVCEc9wm7VBCs2FAThAXVb4W4j3STSree0yVY819eJM1yyTotmVcnhVp5WkcWHIBDcAwscAZq4BLUQQNg8AhewTv4MJ6MN+PT+JpEM8Z0Zh/MwPj+AZdIr54=</latexit>

s1,6 =
exphw1, w6iP6
i=1 exphwi, w6i

The       train     slowly   left       the      station

Since dot-products can be negative, we can exponentiate 
them and then normalize (remember softmax?)
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<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit>w1
<latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit>w2

<latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit>w3
<latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>w4

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>w5
<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>w6

<latexit sha1_base64="gV/bLlPZ8UVkCbCgnU07AsAvQvs=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut1NYW9/Y3Cpul3Z29/YPyodHLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M72Z++wmV5rF8NJME/YgOJQ85o8ZKbd3PvIvrab9ccavuHGSVeDmpQI5Gv/zVG8QsjVAaJqjWXc9NjJ9RZTgTOC31Uo0JZWM6xK6lkkao/Wx+7pScWWVAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLIheMsvr5JWrepdVd2Hy0q9lsdRhBM4hXPw4AbqcA8NaAKDMTzDK7w5ifPivDsfi9aCk88cwx84nz+nG48R</latexit>s1,6
<latexit sha1_base64="Lj8Eym9oBiKs5TSpMpBZeGjbX8Y=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJu8HUMePEYwTwgWcLsZDYZMju7zPQKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYkUBl332ymsrW9sbhW3Szu7e/sH5cOjlolTzXiTxTLWnYAaLoXiTRQoeSfRnEaB5O1gfDfz209cGxGrR5wk3I/oUIlQMIpWapt+Vru4nvbLFbfqzkFWiZeTCuRo9MtfvUHM0ogrZJIa0/XcBP2MahRM8mmplxqeUDamQ961VNGIGz+bnzslZ1YZkDDWthSSufp7IqORMZMosJ0RxZFZ9mbif143xfDWz4RKUuSKLRaFqSQYk9nvZCA0ZygnllCmhb2VsBHVlKFNqGRD8JZfXiWtWtW7qroPl5V6LY+jCCdwCufgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq0FJ585hj9wPn8AqKKPEg==</latexit>s2,6

<latexit sha1_base64="jQoJp6L+6fpvl3L1stgEHArrvdU=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNiNz2PAi8cI5gHJEmYns8mQ2dllplcISz7CiwdFvPo93vwbJ8keNLGgoajqprsrSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGd1O/9cS1EbF6xHHC/YgOlAgFo2illullF+fXk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGN76mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXhXFffhslyr5nEU4BhO4Aw8uIEa3EMdGsBgBM/wCm9O4rw4787HvHXFyWeO4A+czx+qKY8T</latexit>s3,6
<latexit sha1_base64="6N9QrkXMbVD62PaKQXL53GHYhQw=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8SNgN8XEMePEYwTwgWcLspDcZMju7zMwKYclHePGgiFe/x5t/4yTZgyYWNBRV3XR3BYng2rjut7O2vrG5tV3YKe7u7R8clo6OWzpOFcMmi0WsOgHVKLjEpuFGYCdRSKNAYDsY38389hMqzWP5aCYJ+hEdSh5yRo2V2rqf1S6vp/1S2a24c5BV4uWkDDka/dJXbxCzNEJpmKBadz03MX5GleFM4LTYSzUmlI3pELuWShqh9rP5uVNybpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjrZ1wmqUHJFovCVBATk9nvZMAVMiMmllCmuL2VsBFVlBmbUNGG4C2/vEpa1Yp3VXEfauV6NY+jAKdwBhfgwQ3U4R4a0AQGY3iGV3hzEufFeXc+Fq1rTj5zAn/gfP4Aq7CPFA==</latexit>s4,6

<latexit sha1_base64="6r8exoa4s6iyoLnTiB7BEVXHCqg=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUqx4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvrab9UdivuHGSVeDkpQ45Gv/TVG8QsjVAaJqjWXc9NjJ9RZTgTOC32Uo0JZWM6xK6lkkao/Wx+7pScW2VAwljZkobM1d8TGY20nkSB7YyoGellbyb+53VTE976GZdJalCyxaIwFcTEZPY7GXCFzIiJJZQpbm8lbEQVZcYmVLQheMsvr5JWteLVKu7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+tN48V</latexit>s5,6
<latexit sha1_base64="FZZWRcC8AKANg8Ks1uICQ4BY8L4=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4kJIUrR4LXjxWsB/QhrLZTtqlm03Y3Qgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSK4Nq777aytb2xubRd2irt7+weHpaPjlo5TxbDJYhGrTkA1Ci6xabgR2EkU0igQ2A7GdzO//YRK81g+mkmCfkSHkoecUWOltu5ntcvatF8quxV3DrJKvJyUIUejX/rqDWKWRigNE1Trrucmxs+oMpwJnBZ7qcaEsjEdYtdSSSPUfjY/d0rOrTIgYaxsSUPm6u+JjEZaT6LAdkbUjPSyNxP/87qpCW/9jMskNSjZYlGYCmJiMvudDLhCZsTEEsoUt7cSNqKKMmMTKtoQvOWXV0mrWvGuK+7DVblezeMowCmcwQV4cAN1uIcGNIHBGJ7hFd6cxHlx3p2PReuak8+cwB84nz+uvo8W</latexit>s6,6

<latexit sha1_base64="mAKK+opQ2FzqgLFHtQrUe2m5LIQ=">AAACRHicbZDLSgMxFIYz9VbrrerSTbAIglJmetONUHDjsoK9QDsMmTTThmYyQ5JRytCHc+MDuPMJ3LhQxK2YNl1o64HA//0nJ5ffjxmVyrZfrMzK6tr6RnYzt7W9s7uX3z9oySgRmDRxxCLR8ZEkjHLSVFQx0okFQaHPSNsfXU/77XsiJI34nRrHxA3RgNOAYqS05eW7vSFS8MGrwSsovdQ5r000OfBsSiVDJUNlQ2VDFUMVQ1VDVUM1TfpIL1+wi/as4LJw5qIA5tXw8s+9foSTkHCFGZKy69ixclMkFMWMTHK9RJIY4REakK6WHIVEuukshAk80U4fBpHQiys4c39PpCiUchz6emeI1FAu9qbmf71uooJLN6U8ThTh2FwUJAyqCE4ThX0qCFZsrAXCguq3QjxEAmGlc8/pEJzFLy+LVqnoVIv2baVQL83jyIIjcAxOgQMuQB3cgAZoAgwewSt4Bx/Wk/VmfVpfZmvGms8cgj9lff8AgvSqnA==</latexit>

ŵ6 = s1,6w1 + s2,6w2 + s3,6w3 + s4,6w4 + s5,6w5 + s6,6w6

<latexit sha1_base64="Qi3gDyPopakqNsVJIgVrjnBqWa8=">AAACQnicbVBLSwMxGMzWV62vqkcvwSJ4KGW3aPVSKHjxWME+pLsu2TTbhmazS5JVy9Lf5sVf4M0f4MWDIl49mG4L2taBhGFmvjzGixiVyjRfjMzS8srqWnY9t7G5tb2T391ryjAWmDRwyELR9pAkjHLSUFQx0o4EQYHHSMsbXIz91h0Rkob8Wg0j4gSox6lPMVJacvM30k2sYmUEq9D2BcKJTR4iaDPEe4zAe9cq6q0CbZEKo8SWceAmtGqNbrWqs79ROht18wWzZKaAi8SakgKYou7mn+1uiOOAcIUZkrJjmZFyEiQUxfq8nB1LEiE8QD3S0ZSjgEgnSSsYwSOtdKEfCr24gqn6dyJBgZTDwNPJAKm+nPfG4n9eJ1b+uZNQHsWKcDy5yI8ZVCEc9wm7VBCs2FAThAXVb4W4j3STSree0yVY819eJM1yyTotmVcnhVp5WkcWHIBDcAwscAZq4BLUQQNg8AhewTv4MJ6MN+PT+JpEM8Z0Zh/MwPj+AZdIr54=</latexit>

s1,6 =
exphw1, w6iP6
i=1 exphwi, w6i

Summary: From embeddings to contextual 
embeddings

The       train     slowly   left       the      station
Stand-alone 
embedding

Contextual 
embedding



By choosing weights in this manner, the embedding of a word 
moves closer to the embeddings of the other words in the 
current context, in proportion to how related they are
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train station radio

• The word ‘station’ has many contexts. 



By choosing weights in this manner, the embedding of a word 
moves closer to the embeddings of the other words in the 
current context, in proportion to how related they are
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train station radio

• The word ‘station’ has many contexts. 
• In the current context, ‘train’ is closely related to ‘station’ 

and therefore exerts a strong “pull” on it



By choosing weights in this manner, the embedding of a word 
moves closer to the embeddings of the other words in the 
current context, in proportion to how related they are

47

train station radio

• The word ‘station’ has many contexts. 
• In the current context, ‘train’ is closely related to ‘station’ 

and therefore exerts a strong “pull” on it
• ‘radio’ is also related to ‘station’ but doesn’t appear in the 

current context so (automatically) has zero weight



By choosing weights in this manner, the embedding of a word 
moves closer to the embeddings of the other words in the 
current context, in proportion to how related they are

48

train station radio

• The word ‘station’ has many contexts. 
• In the current context, ‘train’ is closely related to ‘station’ 

and therefore exerts a strong “pull” on it
• ‘radio’ is also related to ‘station’ but doesn’t appear in the 

current context so (automatically) has zero weight

• By moving station closer to train (equivalently – paying more 
“attention” to train), we are contextualizing station’s embedding 
to the context of trains, platforms, departures, etc.



This operation is referred to as a ‘Self Attention’ layer and can 
be done very efficiently with matrix operations

49

<latexit sha1_base64="RS0H3Qbg12CGcWHY9uTdi0bJ5rs=">AAACB3icbVDLSgMxFL1TX7W+Rl0KEixCBSkzoqi7FjeCmxbsA9ppyaRpG5p5kGSEMnTnxl9x40IRt/6CO//GTDsLbb2QcDjn3puc44acSWVZ30ZmaXlldS27ntvY3NreMXf36jKIBKE1EvBANF0sKWc+rSmmOG2GgmLP5bThjm4SvfFAhWSBf6/GIXU8PPBZnxGsNNU1D+O28FBZKeonxKRQ7lRPUblzl1z1k66Zt4rWtNAisFOQh7QqXfOr3QtI5Ol1hGMpW7YVKifGQjHC6STXjiQNMRnhAW1p6GOPSiee+pigY830UD8Q+vgKTdnfEzH2pBx7ru70sBrKeS0h/9NakepfOTHzw0j7JLOH+hFHKkBJKKjHBCWKjzXARDD9V0SGWGCidHQ5HYI9b3kR1M+K9kXRqp7nS9dpHFk4gCMogA2XUIJbqEANCDzCM7zCm/FkvBjvxsesNWOkM/vwp4zPH0AVl5M=</latexit>

Attention(AQ, AK , AV )

<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit>w1
<latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit>w2

<latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit>w3
<latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>w4

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>w5
<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>w6

<latexit sha1_base64="/iFsdLOT9tkaTAttKro/CGbJNHw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqeb1yxa26M5Bl4uWkAjnqvfJXtx+zNOIKmaTGdDw3QT+jGgWTfFLqpoYnlI3ogHcsVTTixs9m907IiVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtkQvMWXl0nzrOpdVN2780rtOo+jCEdwDKfgwSXU4Bbq0AAGEp7hFd6cB+fFeXc+5q0FJ585hD9wPn8AZv2PhQ==</latexit>

ŵ1
<latexit sha1_base64="TV25YAX6ACXxu5lJWc+pTUpN71A=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0mzWvEuKu7debl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AaIGPhg==</latexit>

ŵ2
<latexit sha1_base64="yaaHi7VeplJleRmqJzB20QWGpFA=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0nzvOJVK+7dRbl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AbQ2PiQ==</latexit>

ŵ5
<latexit sha1_base64="zPCKYoTTq8bqoYk0hKuxVsAbonc=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV3xeQt48RjBPCBZwuxkNhkyO7vO9CphyU948aCIV3/Hm3/jJNmDJhY0FFXddHcFiRQGXffbWVpeWV1bL2wUN7e2d3ZLe/sNE6ea8TqLZaxbATVcCsXrKFDyVqI5jQLJm8HwZuI3H7k2Ilb3OEq4H9G+EqFgFK3U6gwokqfuRbdUdivuFGSReDkpQ45at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa521LFY248bPpvWNybJUeCWNtSyGZqr8nMhoZM4oC2xlRHJh5byL+57VTDK/8TKgkRa7YbFGYSoIxmTxPekJzhnJkCWVa2FsJG1BNGdqIijYEb/7lRdI4rXjnFffurFy9zuMowCEcwQl4cAlVuIUa1IGBhGd4hTfnwXlx3p2PWeuSk88cwB84nz9ukY+K</latexit>

ŵ6
<latexit sha1_base64="XLKFeEBEESD/EfZ3bMYvmEIPtRg=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV0fqLeAF48RzAOSJcxOZpMhs7PrTK8SlvyEFw+KePV3vPk3TpI9aGJBQ1HVTXdXkEhh0HW/naXlldW19cJGcXNre2e3tLffMHGqGa+zWMa6FVDDpVC8jgIlbyWa0yiQvBkMbyZ+85FrI2J1j6OE+xHtKxEKRtFKrc6AInnqnnVLZbfiTkEWiZeTMuSodUtfnV7M0ogrZJIa0/bcBP2MahRM8nGxkxqeUDakfd62VNGIGz+b3jsmx1bpkTDWthSSqfp7IqORMaMosJ0RxYGZ9ybif147xfDKz4RKUuSKzRaFqSQYk8nzpCc0ZyhHllCmhb2VsAHVlKGNqGhD8OZfXiSN04p3UXHvzsvV6zyOAhzCEZyAB5dQhVuoQR0YSHiGV3hzHpwX5935mLUuOfnMAfyB8/kDagWPhw==</latexit>

ŵ3
<latexit sha1_base64="LDM0Hg9z/AZ5mCCguKWry6m257o=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqnffKFbfqzkCWiZeTCuSo98pf3X7M0ogrZJIa0/HcBP2MahRM8kmpmxqeUDaiA96xVNGIGz+b3TshJ1bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9Kbif14nxfDKz4RKUuSKzReFqSQYk+nzpC80ZyjHllCmhb2VsCHVlKGNqGRD8BZfXibNs6p3UXXvziu16zyOIhzBMZyCB5dQg1uoQwMYSHiGV3hzHpwX5935mLcWnHzmEP7A+fwBa4mPiA==</latexit>

ŵ4

Self-Attention

Stand-alone embeddings

Contextual embeddings
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<latexit sha1_base64="RS0H3Qbg12CGcWHY9uTdi0bJ5rs=">AAACB3icbVDLSgMxFL1TX7W+Rl0KEixCBSkzoqi7FjeCmxbsA9ppyaRpG5p5kGSEMnTnxl9x40IRt/6CO//GTDsLbb2QcDjn3puc44acSWVZ30ZmaXlldS27ntvY3NreMXf36jKIBKE1EvBANF0sKWc+rSmmOG2GgmLP5bThjm4SvfFAhWSBf6/GIXU8PPBZnxGsNNU1D+O28FBZKeonxKRQ7lRPUblzl1z1k66Zt4rWtNAisFOQh7QqXfOr3QtI5Ol1hGMpW7YVKifGQjHC6STXjiQNMRnhAW1p6GOPSiee+pigY830UD8Q+vgKTdnfEzH2pBx7ru70sBrKeS0h/9NakepfOTHzw0j7JLOH+hFHKkBJKKjHBCWKjzXARDD9V0SGWGCidHQ5HYI9b3kR1M+K9kXRqp7nS9dpHFk4gCMogA2XUIJbqEANCDzCM7zCm/FkvBjvxsesNWOkM/vwp4zPH0AVl5M=</latexit>

Attention(AQ, AK , AV )

<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit>w1
<latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit>w2

<latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit>w3
<latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>w4

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>w5
<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>w6

<latexit sha1_base64="/iFsdLOT9tkaTAttKro/CGbJNHw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqeb1yxa26M5Bl4uWkAjnqvfJXtx+zNOIKmaTGdDw3QT+jGgWTfFLqpoYnlI3ogHcsVTTixs9m907IiVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtkQvMWXl0nzrOpdVN2780rtOo+jCEdwDKfgwSXU4Bbq0AAGEp7hFd6cB+fFeXc+5q0FJ585hD9wPn8AZv2PhQ==</latexit>

ŵ1
<latexit sha1_base64="TV25YAX6ACXxu5lJWc+pTUpN71A=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0mzWvEuKu7debl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AaIGPhg==</latexit>

ŵ2
<latexit sha1_base64="yaaHi7VeplJleRmqJzB20QWGpFA=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0nzvOJVK+7dRbl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AbQ2PiQ==</latexit>

ŵ5
<latexit sha1_base64="zPCKYoTTq8bqoYk0hKuxVsAbonc=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV3xeQt48RjBPCBZwuxkNhkyO7vO9CphyU948aCIV3/Hm3/jJNmDJhY0FFXddHcFiRQGXffbWVpeWV1bL2wUN7e2d3ZLe/sNE6ea8TqLZaxbATVcCsXrKFDyVqI5jQLJm8HwZuI3H7k2Ilb3OEq4H9G+EqFgFK3U6gwokqfuRbdUdivuFGSReDkpQ45at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa521LFY248bPpvWNybJUeCWNtSyGZqr8nMhoZM4oC2xlRHJh5byL+57VTDK/8TKgkRa7YbFGYSoIxmTxPekJzhnJkCWVa2FsJG1BNGdqIijYEb/7lRdI4rXjnFffurFy9zuMowCEcwQl4cAlVuIUa1IGBhGd4hTfnwXlx3p2PWeuSk88cwB84nz9ukY+K</latexit>

ŵ6
<latexit sha1_base64="XLKFeEBEESD/EfZ3bMYvmEIPtRg=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV0fqLeAF48RzAOSJcxOZpMhs7PrTK8SlvyEFw+KePV3vPk3TpI9aGJBQ1HVTXdXkEhh0HW/naXlldW19cJGcXNre2e3tLffMHGqGa+zWMa6FVDDpVC8jgIlbyWa0yiQvBkMbyZ+85FrI2J1j6OE+xHtKxEKRtFKrc6AInnqnnVLZbfiTkEWiZeTMuSodUtfnV7M0ogrZJIa0/bcBP2MahRM8nGxkxqeUDakfd62VNGIGz+b3jsmx1bpkTDWthSSqfp7IqORMaMosJ0RxYGZ9ybif147xfDKz4RKUuSKzRaFqSQYk8nzpCc0ZyhHllCmhb2VsAHVlKGNqGhD8OZfXiSN04p3UXHvzsvV6zyOAhzCEZyAB5dQhVuoQR0YSHiGV3hzHpwX5935mLUuOfnMAfyB8/kDagWPhw==</latexit>

ŵ3
<latexit sha1_base64="LDM0Hg9z/AZ5mCCguKWry6m257o=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqnffKFbfqzkCWiZeTCuSo98pf3X7M0ogrZJIa0/HcBP2MahRM8kmpmxqeUDaiA96xVNGIGz+b3TshJ1bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9Kbif14nxfDKz4RKUuSKzReFqSQYk+nzpC80ZyjHllCmhb2VsCHVlKGNqGRD8BZfXibNs6p3UXXvziu16zyOIhzBMZyCB5dQg1uoQwMYSHiGV3hzHpwX5935mLcWnHzmEP7A+fwBa4mPiA==</latexit>

ŵ4

<latexit sha1_base64="RS0H3Qbg12CGcWHY9uTdi0bJ5rs=">AAACB3icbVDLSgMxFL1TX7W+Rl0KEixCBSkzoqi7FjeCmxbsA9ppyaRpG5p5kGSEMnTnxl9x40IRt/6CO//GTDsLbb2QcDjn3puc44acSWVZ30ZmaXlldS27ntvY3NreMXf36jKIBKE1EvBANF0sKWc+rSmmOG2GgmLP5bThjm4SvfFAhWSBf6/GIXU8PPBZnxGsNNU1D+O28FBZKeonxKRQ7lRPUblzl1z1k66Zt4rWtNAisFOQh7QqXfOr3QtI5Ol1hGMpW7YVKifGQjHC6STXjiQNMRnhAW1p6GOPSiee+pigY830UD8Q+vgKTdnfEzH2pBx7ru70sBrKeS0h/9NakepfOTHzw0j7JLOH+hFHKkBJKKjHBCWKjzXARDD9V0SGWGCidHQ5HYI9b3kR1M+K9kXRqp7nS9dpHFk4gCMogA2XUIJbqEANCDzCM7zCm/FkvBjvxsesNWOkM/vwp4zPH0AVl5M=</latexit>

Attention(AQ, AK , AV )

<latexit sha1_base64="JXU7pC6t9DwMAKf9ua+C3XoXQWI=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK9089r1euuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVb2Lqnt3Xqld53EU4QiO4RQ8uIQa3EIdGsBgAM/wCm+OdF6cd+dj3lpw8plD+APn8wcIx42a</latexit>w1
<latexit sha1_base64="xdlTd4bWjF2nCxufXyv85BRtSls=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmlWK95Fxb07L9eu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcKS42b</latexit>w2

<latexit sha1_base64="3agbFgHTa8uuJSqPneIoqGGE8eA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKez6QL0FvHiMaB6QLGF20psMmZ1dZmaVsOQTvHhQxKtf5M2/cZLsQaMFDUVVN91dQSK4Nq775RSWlldW14rrpY3Nre2d8u5eU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWj66nfekCleSzvzThBP6IDyUPOqLHS3WPvtFeuuFV3BvKXeDmpQI56r/zZ7ccsjVAaJqjWHc9NjJ9RZTgTOCl1U40JZSM6wI6lkkao/Wx26oQcWaVPwljZkobM1J8TGY20HkeB7YyoGepFbyr+53VSE176GZdJalCy+aIwFcTEZPo36XOFzIixJZQpbm8lbEgVZcamU7IheIsv/yXNk6p3XnVvzyq1qzyOIhzAIRyDBxdQgxuoQwMYDOAJXuDVEc6z8+a8z1sLTj6zD7/gfHwDC8+NnA==</latexit>w3
<latexit sha1_base64="LaWsWEe3IYwp1MKA8MjxQtGvrtM=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2g9oQ9lsN+3SzSbsTpQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2L1gOOE+xEdKBEKRtFK90+981654lbdGcgy8XJSgRz1Xvmr249ZGnGFTFJjOp6boJ9RjYJJPil1U8MTykZ0wDuWKhpx42ezUyfkxCp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF75mVBJilyx+aIwlQRjMv2b9IXmDOXYEsq0sLcSNqSaMrTplGwI3uLLy6R5VvUuqu7deaV2ncdRhCM4hlPw4BJqcAt1aACDATzDK7w50nlx3p2PeWvByWcO4Q+czx8NU42d</latexit>w4

<latexit sha1_base64="qn3w48DKxPhvjeDKCj1XgWKQ7LI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8eK9gPaUDbbTbt0swm7E6WE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbF6wHHC/YgOlAgFo2il+6detVcquxV3BrJMvJyUIUe9V/rq9mOWRlwhk9SYjucm6GdUo2CST4rd1PCEshEd8I6likbc+Nns1Ak5tUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06RRuCt/jyMmmeV7xqxb27KNeu8zgKcAwncAYeXEINbqEODWAwgGd4hTdHOi/Ou/Mxb11x8pkj+APn8wcO142e</latexit>w5
<latexit sha1_base64="uShROJ3FD7IIcWYmMFy6m78h7VM=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKz1vAi8eI5gHJEmYnvcmQ2dllZlYJSz7BiwdFvPpF3vwbJ8keNFrQUFR1090VJIJr47pfTmFpeWV1rbhe2tjc2t4p7+41dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6nvqtB1Sax/LejBP0IzqQPOSMGivdPfbOe+WKW3VnIH+Jl5MK5Kj3yp/dfszSCKVhgmrd8dzE+BlVhjOBk1I31ZhQNqID7FgqaYTaz2anTsiRVfokjJUtachM/TmR0UjrcRTYzoiaoV70puJ/Xic14aWfcZmkBiWbLwpTQUxMpn+TPlfIjBhbQpni9lbChlRRZmw6JRuCt/jyX9I8qXpnVff2tFK7yuMowgEcwjF4cAE1uIE6NIDBAJ7gBV4d4Tw7b877vLXg5DP78AvOxzcQW42f</latexit>w6

<latexit sha1_base64="/iFsdLOT9tkaTAttKro/CGbJNHw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqeb1yxa26M5Bl4uWkAjnqvfJXtx+zNOIKmaTGdDw3QT+jGgWTfFLqpoYnlI3ogHcsVTTixs9m907IiVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtkQvMWXl0nzrOpdVN2780rtOo+jCEdwDKfgwSXU4Bbq0AAGEp7hFd6cB+fFeXc+5q0FJ585hD9wPn8AZv2PhQ==</latexit>

ŵ1
<latexit sha1_base64="TV25YAX6ACXxu5lJWc+pTUpN71A=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0mzWvEuKu7debl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AaIGPhg==</latexit>

ŵ2
<latexit sha1_base64="yaaHi7VeplJleRmqJzB20QWGpFA=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0nzvOJVK+7dRbl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AbQ2PiQ==</latexit>

ŵ5
<latexit sha1_base64="zPCKYoTTq8bqoYk0hKuxVsAbonc=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV3xeQt48RjBPCBZwuxkNhkyO7vO9CphyU948aCIV3/Hm3/jJNmDJhY0FFXddHcFiRQGXffbWVpeWV1bL2wUN7e2d3ZLe/sNE6ea8TqLZaxbATVcCsXrKFDyVqI5jQLJm8HwZuI3H7k2Ilb3OEq4H9G+EqFgFK3U6gwokqfuRbdUdivuFGSReDkpQ45at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa521LFY248bPpvWNybJUeCWNtSyGZqr8nMhoZM4oC2xlRHJh5byL+57VTDK/8TKgkRa7YbFGYSoIxmTxPekJzhnJkCWVa2FsJG1BNGdqIijYEb/7lRdI4rXjnFffurFy9zuMowCEcwQl4cAlVuIUa1IGBhGd4hTfnwXlx3p2PWeuSk88cwB84nz9ukY+K</latexit>

ŵ6
<latexit sha1_base64="XLKFeEBEESD/EfZ3bMYvmEIPtRg=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV0fqLeAF48RzAOSJcxOZpMhs7PrTK8SlvyEFw+KePV3vPk3TpI9aGJBQ1HVTXdXkEhh0HW/naXlldW19cJGcXNre2e3tLffMHGqGa+zWMa6FVDDpVC8jgIlbyWa0yiQvBkMbyZ+85FrI2J1j6OE+xHtKxEKRtFKrc6AInnqnnVLZbfiTkEWiZeTMuSodUtfnV7M0ogrZJIa0/bcBP2MahRM8nGxkxqeUDakfd62VNGIGz+b3jsmx1bpkTDWthSSqfp7IqORMaMosJ0RxYGZ9ybif147xfDKz4RKUuSKzRaFqSQYk8nzpCc0ZyhHllCmhb2VsAHVlKGNqGhD8OZfXiSN04p3UXHvzsvV6zyOAhzCEZyAB5dQhVuoQR0YSHiGV3hzHpwX5935mLUuOfnMAfyB8/kDagWPhw==</latexit>

ŵ3
<latexit sha1_base64="LDM0Hg9z/AZ5mCCguKWry6m257o=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqnffKFbfqzkCWiZeTCuSo98pf3X7M0ogrZJIa0/HcBP2MahRM8kmpmxqeUDaiA96xVNGIGz+b3TshJ1bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9Kbif14nxfDKz4RKUuSKzReFqSQYk+nzpC80ZyjHllCmhb2VsCHVlKGNqGRD8BZfXibNs6p3UXXvziu16zyOIhzBMZyCB5dQg1uoQwMYSHiGV3hzHpwX5935mLcWnHzmEP7A+fwBa4mPiA==</latexit>

ŵ4

Concatenate 
and Project

<latexit sha1_base64="/iFsdLOT9tkaTAttKro/CGbJNHw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqeb1yxa26M5Bl4uWkAjnqvfJXtx+zNOIKmaTGdDw3QT+jGgWTfFLqpoYnlI3ogHcsVTTixs9m907IiVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtkQvMWXl0nzrOpdVN2780rtOo+jCEdwDKfgwSXU4Bbq0AAGEp7hFd6cB+fFeXc+5q0FJ585hD9wPn8AZv2PhQ==</latexit>

ŵ1
<latexit sha1_base64="TV25YAX6ACXxu5lJWc+pTUpN71A=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0mzWvEuKu7debl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AaIGPhg==</latexit>

ŵ2
<latexit sha1_base64="yaaHi7VeplJleRmqJzB20QWGpFA=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KolY1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0nzvOJVK+7dRbl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AbQ2PiQ==</latexit>

ŵ5
<latexit sha1_base64="zPCKYoTTq8bqoYk0hKuxVsAbonc=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV3xeQt48RjBPCBZwuxkNhkyO7vO9CphyU948aCIV3/Hm3/jJNmDJhY0FFXddHcFiRQGXffbWVpeWV1bL2wUN7e2d3ZLe/sNE6ea8TqLZaxbATVcCsXrKFDyVqI5jQLJm8HwZuI3H7k2Ilb3OEq4H9G+EqFgFK3U6gwokqfuRbdUdivuFGSReDkpQ45at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa521LFY248bPpvWNybJUeCWNtSyGZqr8nMhoZM4oC2xlRHJh5byL+57VTDK/8TKgkRa7YbFGYSoIxmTxPekJzhnJkCWVa2FsJG1BNGdqIijYEb/7lRdI4rXjnFffurFy9zuMowCEcwQl4cAlVuIUa1IGBhGd4hTfnwXlx3p2PWeuSk88cwB84nz9ukY+K</latexit>

ŵ6
<latexit sha1_base64="XLKFeEBEESD/EfZ3bMYvmEIPtRg=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV0fqLeAF48RzAOSJcxOZpMhs7PrTK8SlvyEFw+KePV3vPk3TpI9aGJBQ1HVTXdXkEhh0HW/naXlldW19cJGcXNre2e3tLffMHGqGa+zWMa6FVDDpVC8jgIlbyWa0yiQvBkMbyZ+85FrI2J1j6OE+xHtKxEKRtFKrc6AInnqnnVLZbfiTkEWiZeTMuSodUtfnV7M0ogrZJIa0/bcBP2MahRM8nGxkxqeUDakfd62VNGIGz+b3jsmx1bpkTDWthSSqfp7IqORMaMosJ0RxYGZ9ybif147xfDKz4RKUuSKzRaFqSQYk8nzpCc0ZyhHllCmhb2VsAHVlKGNqGhD8OZfXiSN04p3UXHvzsvV6zyOAhzCEZyAB5dQhVuoQR0YSHiGV3hzHpwX5935mLUuOfnMAfyB8/kDagWPhw==</latexit>

ŵ3
<latexit sha1_base64="LDM0Hg9z/AZ5mCCguKWry6m257o=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqnffKFbfqzkCWiZeTCuSo98pf3X7M0ogrZJIa0/HcBP2MahRM8kmpmxqeUDaiA96xVNGIGz+b3TshJ1bpkzDWthSSmfp7IqORMeMosJ0RxaFZ9Kbif14nxfDKz4RKUuSKzReFqSQYk+nzpC80ZyjHllCmhb2VsCHVlKGNqGRD8BZfXibNs6p3UXXvziu16zyOIhzBMZyCB5dQg1uoQwMYSHiGV3hzHpwX5935mLcWnHzmEP7A+fwBa4mPiA==</latexit>

ŵ4

*Similar to having multiple filters in a convolutional layer

Self-Attention Self-Attention



This helps us “attend to” the multiple patterns 
that may be present in a single sentence

51

• Patterns related to “tense”

• Patterns related to “tone”

• Patterns related to the relationships between entities in the 
sentence

• …



Different attention ‘heads’ learn different 
patterns
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https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



Key Tweak: Inject some non-linearity with 
feed-forward layers at the end

53

Feed-Forward 
Layers

<latexit sha1_base64="/iFsdLOT9tkaTAttKro/CGbJNHw=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUW8FLx4r2A9oQ9lsN+3SzSbuTpQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbqZ+65FrI2J1j+OE+xEdKBEKRtFK7e6QInnqeb1yxa26M5Bl4uWkAjnqvfJXtx+zNOIKmaTGdDw3QT+jGgWTfFLqpoYnlI3ogHcsVTTixs9m907IiVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtkQvMWXl0nzrOpdVN2780rtOo+jCEdwDKfgwSXU4Bbq0AAGEp7hFd6cB+fFeXc+5q0FJ585hD9wPn8AZv2PhQ==</latexit>

ŵ1
<latexit sha1_base64="TV25YAX6ACXxu5lJWc+pTUpN71A=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KklR1FvBi8cK9gPaUDbbTbt0s4m7E6WE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9ci1EbG6x3HC/YgOlAgFo2ildndIkTz1qr1S2a24M5Bl4uWkDDnqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9m907IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzyM6GSFLli80VhKgnGZPo86QvNGcqxJZRpYW8lbEg1ZWgjKtoQvMWXl0mzWvEuKu7debl2ncdRgGM4gTPw4BJqcAt1aAADCc/wCm/Og/PivDsf89YVJ585gj9wPn8AaIGPhg==</latexit>

ŵ2
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ŵ5
<latexit sha1_base64="zPCKYoTTq8bqoYk0hKuxVsAbonc=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hV3xeQt48RjBPCBZwuxkNhkyO7vO9CphyU948aCIV3/Hm3/jJNmDJhY0FFXddHcFiRQGXffbWVpeWV1bL2wUN7e2d3ZLe/sNE6ea8TqLZaxbATVcCsXrKFDyVqI5jQLJm8HwZuI3H7k2Ilb3OEq4H9G+EqFgFK3U6gwokqfuRbdUdivuFGSReDkpQ45at/TV6cUsjbhCJqkxbc9N0M+oRsEkHxc7qeEJZUPa521LFY248bPpvWNybJUeCWNtSyGZqr8nMhoZM4oC2xlRHJh5byL+57VTDK/8TKgkRa7YbFGYSoIxmTxPekJzhnJkCWVa2FsJG1BNGdqIijYEb/7lRdI4rXjnFffurFy9zuMowCEcwQl4cAlVuIUa1IGBhGd4hTfnwXlx3p2PWeuSk88cwB84nz9ukY+K</latexit>

ŵ6
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The story so far

54

Start with random embeddings

End with contextual embeddings



We have satisfied 2 of the 3 
requirements

55

üTakes the surrounding context of each word 
into account
? Takes the order of the words into account
üCan generate an output that has the same 
length as the input



Does this architecture take word order 
into account?
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üTakes the surrounding context of each word 
into account
? Takes the order of the words into account
üCan generate an output that has the same 
length as the input



The architecture does not take word 
order into account
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We can scramble the order of the 
words in a sentence, and we’d 
get the exact same contextual 
embeddings at the end. 



The Fix: Positional Encoding
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• Add each word’s position in the sentence to its stand-
alone embedding. 

• Our input word embeddings will be the sum of two 
things:
• the usual “stand-alone” embedding + 
• a position embedding, which represents the position 

of the word in the sentence. 
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Word Dimension 1 Dimension 2

[UNK] 6.1 -3.2

cat 0.5 7.1

mat -2 -3.1

I 0.1 3.4

sit 1.2 5.3

love 6.1 7.2

the 0.1 0.1

you 5.0 3.2

on 2.0 4.1

Position Dimension 1 Dimension 2

0 1.3 3.9

1 6.3 3.7

2 0.6 8.1

3 -2.3 -4.1

4 0.14 5.4

5 1.29 3.3

6 6.12 -2.2

7 0.11 2.1

8 5.03 -5.2

9 2.05 -4.1

Stand-alone embedding Position embedding

Positional Encoding - Example



Positional Encoding - Example
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Word

[UNK] 6.1 -3.2

cat 0.5 7.1

mat -2.0 -3.1

I 0.1 3.4

sat 1.2 5.3

love 6.1 7.2

the 0.1 0.1

you 5.0 3.2

on 2.0 4.1

Position

0 1.3 3.9

1 6.3 3.7

2 0.6 8.1

3 -2.3 -4.1

4 0.14 5.4

5 1.29 3.3

6 6.12 -2.2

7 0.11 2.1

8 5.03 -5.2

9 2.05 -4.1

Stand-alone embedding Position embedding “cat sat mat”

cat 0.5 7.1

0 1.3 3.9

sum 1.8 11.0



Positional Encoding - Example
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Word

[UNK] 6.1 -3.2

cat 0.5 7.1

mat -2.0 -3.1

I 0.1 3.4

sat 1.2 5.3

love 6.1 7.2

the 0.1 0.1

you 5.0 3.2

on 2.0 4.1

Position

0 1.3 3.9

1 6.3 3.7

2 0.6 8.1

3 -2.3 -4.1

4 0.14 5.4

5 1.29 3.3

6 6.12 -2.2

7 0.11 2.1

8 5.03 -5.2

9 2.05 -4.1

Stand-alone embedding Position embedding “cat sat mat”

cat 0.5 7.1

0 1.3 3.9

sum 1.8 11.0

sat 1.2 5.3

1 6.3 3.7

sum 7.5 9.0

mat -2.0 -3.1

2 0.6 8.1

sum -1.4 5.0



Positional Encoding - Example
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Word

[UNK] 6.1 -3.2

cat 0.5 7.1

mat -2.0 -3.1

I 0.1 3.4

sat 1.2 5.3

love 6.1 7.2

the 0.1 0.1

you 5.0 3.2

on 2.0 4.1

Position

0 1.3 3.9

1 6.3 3.7

2 0.6 8.1

3 -2.3 -4.1

4 0.14 5.4

5 1.29 3.3

6 6.12 -2.2

7 0.11 2.1

8 5.03 -5.2

9 2.05 -4.1

Stand-alone embedding Position embedding “cat sat mat”

cat 0.5 7.1

0 1.3 3.9

sum 1.8 11.0

sat 1.2 5.3

1 6.3 3.7

sum 7.5 9.0

mat -2.0 -3.1

2 0.6 8.1

sum -1.4 5.0



We have satisfied all 3 requirements
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ü Takes the surrounding context of each word into 
account

ü Takes the order of the words into account
ü Can generate an output that has the same 

length as the input

Positional Input Embeddings
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This is called a Transformer Encoder

Positional Input Embeddings
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This is called a Transformer Encoder*

https://arxiv.org/abs/1706.03762*with layernorm and residual connections (details in the next lecture)

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



66Figure 1: The Transformer - model architecture.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3

Summary
• The input embedding can simply be

random embeddings or pretrained
Add in a position dependent 
embedding to represent the position 
of each word in sentence
Pass through multi-headed attention 
to get a context dependent 
representation
Finally, pass all this through a simple 
feed-forward network
Since encoders have the same-sized 
inputs and outputs, they can be daisy-
chained (i.e., stacked) to get more 
modeling capacity

This is called a Transformer Encoder

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



67Figure 1: The Transformer - model architecture.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3

Summary
• The input embedding can simply be

random embeddings or pretrained
• Add in a position dependent

embedding to represent the
position of each word in sentence

Pass through multi-headed attention 
to get a context dependent 
representation
Finally, pass all this through a simple 
feed-forward network
Since encoders have the same-sized 
inputs and outputs, they can be daisy-
chained (i.e., stacked) to get more 
modeling capacity

This is called a Transformer Encoder

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



68Figure 1: The Transformer - model architecture.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3

Summary
• The input embedding can simply be

random embeddings or pretrained
• Add in a position dependent

embedding to represent the
position of each word in sentence

• Pass through multi-headed
attention to get a context
dependent representation

Finally, pass all this through a simple 
feed-forward network
Since encoders have the same-sized 
inputs and outputs, they can be daisy-
chained (i.e., stacked) to get more 
modeling capacity

This is called a Transformer Encoder

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



69Figure 1: The Transformer - model architecture.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3

Summary
• The input embedding can simply be

random embeddings or pretrained
• Add in a position dependent

embedding to represent the
position of each word in sentence

• Pass through multi-headed
attention to get a context
dependent representation

• Finally, pass all this through a
simple feed-forward network

Since encoders have the same-sized 
inputs and outputs, they can be daisy-
chained (i.e., stacked) to get more 
modeling capacity

This is called a Transformer Encoder

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



70Figure 1: The Transformer - model architecture.

3.1 Encoder and Decoder Stacks

Encoder: The encoder is composed of a stack of N = 6 identical layers. Each layer has two
sub-layers. The first is a multi-head self-attention mechanism, and the second is a simple, position-
wise fully connected feed-forward network. We employ a residual connection [11] around each of
the two sub-layers, followed by layer normalization [1]. That is, the output of each sub-layer is
LayerNorm(x + Sublayer(x)), where Sublayer(x) is the function implemented by the sub-layer
itself. To facilitate these residual connections, all sub-layers in the model, as well as the embedding
layers, produce outputs of dimension dmodel = 512.

Decoder: The decoder is also composed of a stack of N = 6 identical layers. In addition to the two
sub-layers in each encoder layer, the decoder inserts a third sub-layer, which performs multi-head
attention over the output of the encoder stack. Similar to the encoder, we employ residual connections
around each of the sub-layers, followed by layer normalization. We also modify the self-attention
sub-layer in the decoder stack to prevent positions from attending to subsequent positions. This
masking, combined with fact that the output embeddings are offset by one position, ensures that the
predictions for position i can depend only on the known outputs at positions less than i.

3.2 Attention

An attention function can be described as mapping a query and a set of key-value pairs to an output,
where the query, keys, values, and output are all vectors. The output is computed as a weighted sum
of the values, where the weight assigned to each value is computed by a compatibility function of the
query with the corresponding key.

3

Summary
• The input embedding can simply be

random embeddings or pretrained
• Add in a position dependent

embedding to represent the
position of each word in sentence

• Pass through multi-headed
attention to get a context
dependent representation

• Finally, pass all this through a
simple feed-forward network

• Since encoders have the same-sized
inputs and outputs, they can be
daisy-chained (i.e., stacked) to get
more modeling capacity

This is called a Transformer Encoder

https://arxiv.org/abs/1706.03762

Figure from "Attention is All You Need" © Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, Illia 
Polosukhin. All rights reserved. This content is excluded from our Creative Commons license. For more information, see https://ocw.mit.edu/help/faq-fair-use.



Elements of the Transformer Encoder that 
will be covered in the next lecture*
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• Linear projections of the incoming embeddings into three 
different spaces before the self-attention operation is 
carried out

• Residual connections

• Layer normalization

*please see the textbook if you can’t stand the suspense 🙂



Let’s apply a Transformer Encoder to 
the word-to-slot problem!

72
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fly
from
Boston
to

Slot Filling with Transformers

O
O

O

B-fromloc.city_name 

B-toloc.city_nameDenver
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TE*

fly
from
Boston
to

Positional
input 
embeddings

Contextual 
embeddings

Slot Filling with Transformers

*Transformer Encoder

O
O

O

B-fromloc.city_name 

B-toloc.city_nameDenver

Indicate 4-element embedding vectors
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TE*

fly
from
Boston
to

Positional
input 
embeddings

Contextual 
embeddings

Dense 
(ReLU)

Slot Filling with Transformers

*Transformer Encoder

O
O

O

B-fromloc.city_name 

B-toloc.city_nameDenver

Indicate 4-element embedding vectors
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TE*

fly
from
Boston
to

Positional
input 
embeddings

Contextual 
embeddings

Dense 
(ReLU)

SM

Slot Filling with Transformers

*Transformer Encoder

SM

SM

SM

O
O

O

B-fromloc.city_name 

SM B-toloc.city_nameDenver

Softmax

Indicate 4-element embedding vectors
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TE*

fly
from
Boston
to

Positional
input 
embeddings

Contextual 
embeddings

Dense 
(ReLU)

SM

Slot Filling with Transformers

*Transformer Encoder

SM

SM

SM

O
O

O

B-fromloc.city_name 

SM B-toloc.city_nameDenver

Softmax

Indicate 4-element embedding vectors

The weights in all these layers will 
get optimized by backprop



Colab
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Link to colab

https://colab.research.google.com/drive/1G3wNTJukKRtPBrfXQY84TuPfwkRwtv9h?usp=sharing
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