## Mean Value Theorem: Consequences

The first thing we apply the MVT to is graphing, but we'll see later that this is significant in all the rest of calculus.

- If $f^{\prime}>0$ then $f$ is increasing.
- If $f^{\prime}<0$ then $f$ is decreasing.
- If $f^{\prime}=0$ then $f$ is constant.

We told you that the first of these two are true, but we didn't prove them. We can now prove them using the MVT.

Proof: The mean value theorem tells us that:

$$
\frac{f(b)-f(a)}{b-a}=f^{\prime}(c)
$$

for some $c$ between $a$ and $b$. For the purposes of this proof we'll assume that $b>a$. We write the equation for the MVT "backwards" because we want to use information about $f^{\prime}$ to get information about $f$.

We manipulate the equation to get:

$$
\begin{aligned}
f(b)-f(a) & =f^{\prime}(c)(b-a) \\
f(b) & =f(a)+f^{\prime}(c)(b-a)
\end{aligned}
$$

This new form of the MVT will let us check these three facts.
Since $a<b, b-a>0$ and the sign of $f^{\prime}(c)(b-a)$ is completely determined by the sign of $f^{\prime}(c)(b-a)$.

- If $f^{\prime}(c)>0$ then $f(b)>f(a)$.
- If $f^{\prime}(c)<0$ then $f(b)<f(a)$.
- If $f^{\prime}(c)=0$ then $f(b)=f(a)$.

These facts may seem obvious, but they are not. The definition of the derivative is written in terms of infinitesimals. It's not a sure thing that these infinitesimals have anything to do with the large scale behavior of the function. Before, we were saying that the difference quotient was approximately equal to the derivative. Now we're saying that it's exactly equal to a derivative. (Although we don't know at what point that derivative should be taken.)
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