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Overview 

The Arnoldi (and Lanczos) algorithms iteratively construct an m × n orthonor-� 
mal basis Qn for the Krylov space Kn = span b, Ab, . . . , An−1b for a starting 
vector b and an m×m matrix A. For very large m (e.g. huge sparse A), however, 
practical application of this algorithm eventually hits a maximum n where one 
runs out of memory for Qn [and the computational cost also grows as Θ(mn2)]. 
Even Lanczos runs into this problem, because roundo˙ errors lead to “ghost 
eigenvalues” if one does not explicitly store Qn and periodically re-orthogonalize. 
The solution is periodic restarting: shrink down to a k-dimensional subspace 
containing your “best guesses” for the solution vectors, and continue Arnoldi 
from there. It turns out that the algorithms to perform restarting properly— 
called implicitly restarted Arnoldi or Lanczos—are surprisingly complicated 
and subtle. The purpose of these notes is not to explain how implicit restarting 
works. Rather, it is to briefly explain why naive restarting methods don’t work. 
That is, why is restarting so hard? 

Restarting in general 
In general, restarting means finding a smaller orthonormal basis 

ˆ ˆ Qk = Qn Q |{z} |{z} |{z} 
m×k m×n n×k 

for a subspace K̂k ⊂ Kn (k < n), where Q̂∗Q̂ = I =⇒ Q̂∗ Q̂k = I, and k 
then treating this as the k-th step of an Arnoldi process and continuing from 
there normally (until you restart again). However, for this to work, Q̂ 

k needs 
to preserve a key property of the Arnoldi process: 

∗ AQn = QnHn + rne , n 

where Hn = Q∗ AQn is upper-Hessenberg n × n, rn = hn+1,nqn+1 ⊥ Kn, and � n � ∗ e = 0 0 · · · 0 1 . This is the property that allows subsequent steps to n 
continue the upper-Hessenberg property (which for Lanczos is tridiagonal and 

1 



crucial to its three-term recurrence structure). Hence, we would like to obtain 
the same structure for AQ̂k 

To compute AQ̂ 
k , it is convenient to define the n × n unitary matrix Q = � � 

Q̂ Q̂⊥ where the n × (n − k) matrix Q̂⊥ is any orthonormal basis for the 
orthogonal complement of Q̂’s column space. Then we can write 

ˆ ˆ ∗ ˆ AQ̂k = AQnQ = QnHnQ + rne Q n 

= QnQQ ∗ HnQ̂+ rne ∗ Q̂ 
n � � � � Q̂∗HnQ̂ ∗ = Q̂k AQ̂⊥ + rnenQ̂ 

Q̂∗ ˆ 
⊥HnQ � � 

∗ = Q̂k Q̂∗ HnQ̂ +AQ̂⊥Q̂
∗
⊥HnQ̂+ rnenQ̂ . | {z } 

Ĥk 

This looks messy, but we can simplfy it quite a bit if we make a good choice for 
Q̂. With the right choice of Q̂, in fact it is possible to have the Q̂kĤk + r̂ke ∗ 

k 

structure, allowing us to restart Arnoldi and Lanczos, but finding such a Q̂ is 
surprisingly subtle. 

Naive restarting 

The most obvious way to restart is to use Ritz vectors. Recall the Rayleigh– 
Ritz procedure: search for x ∈ Kn and ν ∈ C such that Ax − νx ⊥ Kn, or 
equivalently x = Qnz where Hnz = νz. This is how we estimate the eigenvectors 
and eigenvalues at the n-th step of Arnoldi. It seems natural that we should 

ˆ want our “restarted” basis Qk to contain the Ritz vectors x = Qnz that are 
our best estimates so far for the desired eigenvectors. For example, suppose we 
are looking for the k biggest-|λ| eigenvalues, then a natural choice of restarting 

ˆ basis would be the Ritz vectors QnZ corresponding to the biggest |ν|. If we 
orthogonalize these via QR as Ẑ = Q̂R̂, we get 

ˆ ẐR̂−1 Q = 

and ⎡ ⎤ 
ν1 ⎢ ⎥ ν2 ⎢ ⎥ ˆ ˆR−1 ˆ R̂−1 ˆ R−1 ˆ R−1 HnQ = HnZ ˆ = Z ⎢ ⎥ = ZΛ̂ ˆ = QR̂Λ̂ ˆ . . ⎣ . . ⎦ 

νk | {z } 
Λ̂ 

ˆ Two nice things happen! In the boxed term Q̂kHk above, we get 

Ĥ 
k = Q̂∗ HnQ̂ = Q̂∗ Q̂R̂Λ̂R̂−1 = R̂Λ̂R̂−1 , 
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which is a product of upper-triangular matrices, and hence is upper-triangular— 
this certainly satisfies the requirement that Ĥk should be upper-Hessenberg! 
Also, from the second boxed term: 

Q̂∗ ˆ Q̂∗ Q̂R̂Λ̂R̂−1 
⊥HnQ = = 0, ⊥ 

since Q̂∗⊥Q̂ = 0 by construction. So, the second boxed term above disappears! 
Unfortunately, the third boxed term is � � 

∗ ˆ rne Q = rn last row of Q̂ . n 

While rn ⊥ Kn =⇒ rn ⊥ K̂ 
n (that is, Q̂ 

k 
∗ rn = 0) as desired, in general the last 

∗ row of Q̂ will not be a multiple of ek. So, this doesn’t work. 
The same problem arises for naive restarting of the Lanczos case A = A∗ . 

In this case, the upper-Hessenberg matrix Hn is Hermitian. Hence the upper-
triangular matrix Ĥ 

k = Λ̂ is diagonal (R̂ = I since the eigenvectors Ẑ are 
orthonormal). But there is still no reason why the last row of Q̂ should be a � � 
multiple of 0 0 · · · 0 1 , so it doesn’t work. 

Implicit restarting 

In fact, it is possible to choose a Q̂k such that it mostly contains the Ritz vectors 
that we want and does preserve the Arnoldi/Lanczos property. One hint of this 
is that our naive choice above was actually too good in two ways: Ĥk was upper-
triangular instead of just upper-Hessenberg, and rn was orthogonal to Kn and 
not just K̂ 

k. This gives us “wiggle room:” if we do a little “worse” in making 
Ĥk only upper-Hessenberg and r̂k only ⊥ K̂k, we then have enough freedom to 

∗ make the last row of Q̂ a multiple of ek. 
In particular, instead of taking eigenvectors Ẑ of Hn, a better solution is 

to do exactly n − k steps of shifted QR iteration on Hn and let Q̂ be the 
resulting eigenvector/Schur-vector estimate. This is a good estimate for the 
Ritz eigenvectors that we want, and it turns out to be just right to preserve the 
Arnoldi property. Proving that this is true requires care and tedious calculation, 
but is relatively straightforward. I won’t go through it in detail, but if you google 
“implicitly restarted Arnoldi” or “implicitly restarted Lanczos” you can find a 
number of reviews that go through the algebra. In practice, you are unlikely 
to ever need to know the details: most people use “canned” implementations of 
Arnoldi and Lanczos such as ARPACK. But please resist the temptation to 
do naive restarting! 

3 



  
 

  
  

            

MIT OpenCourseWare 
https://ocw.mit.edu 

18.335J Introduction to Numerical Methods 
Spring 2019 

For information about citing these materials or our Terms of Use, visit: https://ocw.mit.edu/terms. 

https://ocw.mit.edu/terms
https://ocw.mit.edu

	cover.pdf
	Blank Page




