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## Perspective

- The central limit theorem is actually fairly robust. Variants of the theorem still apply if you allow the $X_{i}$ not to be identically distributed, or not to be completely independent.
- We won't formulate these variants precisely in this course.
- But, roughly speaking, if you have a lot of little random terms that are "mostly independent" - and no single term contributes more than a "small fraction" of the total sum then the total sum should be "approximately" normal.
- Example: if height is determined by lots of little mostly independent factors, then people's heights should be normally distributed.
- Not quite true... certain factors by themselves can cause a person to be a whole lot shorter or taller. Also, individual factors not really independeq $\ddagger$ of each other.
- Kind of true for homogenous population, ignoring outliers.
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