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## Introduction

These notes are based on the course "Representations of Lie groups" taught by the author at MIT in Fall 2021 and Fall 2023. This is the third semester of Lie theory, which follows the standard 2-semester introductory sequence, "Lie groups and Lie algebras I, II" (for the author's notes of these courses, see [E]). The notes cover the basic theory of representations of non-compact semisimple Lie groups, with a more in-depth study of (non-holomorphic) representations of complex groups.

Representation theory of (non-compact) semisimple Lie groups is an important and deep area of Lie theory with numerous applications, ranging from physics (quantum field theory) to analysis (harmonic analysis on homogeneous spaces) and number theory (the theory of authomorphic forms, Langlands program). It is a synthetic subject which, besides basic Lie theory and representation theory, uses a plethora of techniques from many other fields, notably analysis, commutative and non-commutative algebra, category theory, homological algebra and algebraic geometry. For basic Lie theory (in particular, structure and finite dimensional representations of compact Lie groups and semisimple complex Lie algebras) we will rely on the notes [E]. In other areas, most of the time we review the necessary material before using it, but at least a superficial previous familiarity with these subjects will be helpful to the reader.

Representation theory of semisimple Lie groups originated in the work of Bargmann and Gelfand-Naimark in the late 1940s in the case of $S L_{2}$ and was systematically developed by Harish-Chandra in 1950s and 1960s, and later developed by many prominent mathematicians, notably R. Langlands, who classified the irreducible representations. A new conceptual approach to the representation theory of complex semisimple Lie groups was proposed by J. Bernstein and S. Gelfand around 1980 based on their previous pioneering work with I. Gelfand on category $\mathcal{O}$. This ultimately made the representation theory of semisimple Lie groups a part of the new subject of geometric representation theory that emerged in early 1980s from the Kazhdan-Lusztig conjecture on multiplicities in category $\mathcal{O}$ and its proof using geometric methods ( $D$-modules and perverse sheaves) by Beilinson-Bernstein and Brylinski-Kashiwara. Since that time the theory has made giant strides forward (for example, computation of irreducible characters of real reductive groups by G. Lusztig and D. Vogan in 1980s, now implemented in the computer package ATLAS, as well as progress in the classification of unitary representations described in ALTV), and the
connection with geometry has remained the main driving force of its development all along.

The organization of the notes is as follows. In Sections 1-7 we discuss the analytic aspects of the theory, arising from the fact that interesting representations of non-compact Lie groups are infinite dimensional and realized in topological vector spaces. We introduce the main analytic tools, such as Fréchet spaces, the convolution algebra of measures on the group, $K$-finite, smooth and analytic vectors, matrix coefficients, and then discuss theorems of Harish-Chandra which allow one to reduce the study of representations of a semisimple Lie group $G$ to the study of admissible $(\mathfrak{g}, K)$-modules, where $\mathfrak{g}=\operatorname{Lie} G$ and $K$ is a maximal compact subgroup of $G$, and thereby to the purely algebraic problem of studying Harish-Chandra modules. Then in Section 8 we recall the theory of highest weight modules for $\mathfrak{g}$, and in Section 9 cuse the developed theory to classify irreducible and unitary irreducible representations of $S L_{2}(\mathbb{R})$.

The rest of the notes is almost completely algebraic. Namely, in Sections 10-14, we prove a number of fundamental properties of the action of the Weyl group $W$ on the symmetric algebra $S \mathfrak{h}$ on the Cartan subalgebra $\mathfrak{h}$ and of the universal enveloping algebra $U(\mathfrak{g})$ for a semisimple complex Lie algebra $\mathfrak{g}$ - the Chevalley restriction theorem, Chevalley-Shephard-Todd theorems, Kostant theorems. Then in Sections 15, 16 we develop the basic theory of the BGG category $\mathcal{O}$, and in Section 17 discuss the nilpotent cone of $\mathfrak{g}$, proving that it is a reduced irreducible variety. In Sections 18, 19 we prove the Duflo-Joseph theorem and discuss principal series representations of the complex Lie group $G$. Here we also introduce a functor $H_{\lambda}$ which connects category $\mathcal{O}$ with the category Harish-Chandra bimodules for $\mathfrak{g}$. In Sections 20, 21 we continue to study category $\mathcal{O}$ (BGG theorem, BGG reciprocity, multiplicities, formulation of the Kazhdan-Lusztig conjectures). In Sections $22-25$ we give an exposition of the the theory of projective functors of J . Bernstein and S. Gelfand ([BG]) and give its applications to representation theory of complex groups (classification of irreducible representations, describing the category of Harish-Chandra bimodules in terms of category $\mathcal{O}$ ) as well as to the structure theory of $U(\mathfrak{g})$ (Duflo's theorem on primitive ideals). In Section 26, we apply these results to the group $G=S L_{2}(\mathbb{C})$ and give an explicit classification of its irreducible and unitary irreducible representations. Finally, in Sections 27-31 we outline the geometric approach to representation theory of semisimple Lie groups, starting from Borel-Weil theorem and then proceeding to D-modules, the Beilinson-Bernstein localization theorem, and classification of irreducible Harish-Chandra modules by data attached to
$K$-orbits on $G / B$. In these sections the material is more advanced and the exposition is less detailed.

The notes are divided into 31 sections which roughly correspond to 80 minute lectures. So there is a bit more material than in a 1 -semester course (which normally consists of 26 lectures). So if these notes are used to teach a course, some material (roughly equivalent to 5 sections) should be skipped. A lot of important material is included in exercises, which are often provided with detailed hints and may be assigned as homework.

Disclaimer: These notes contain nothing original except mistakes of the author, and in all sections the exposition is mostly adopted from various existing sources - original articles, textbooks and lecture notes. For example, the exposition in Sections 1-7 is mostly borrowed from [G] and [L], in Sections 20, 21 parts are adopted from [Hu, in Sections $22-25$ we closely follow [BG], and in Sections 28-30 we follow [BCEY]. Since the material is standard, we do not always give a reference.

Also, these notes only scratch the surface in the deep subject of representations of semisimple Lie groups. For a more in-depth study of this theory, we recommend the books [K], ABV] and the lectures [KT] ; for recent progress on unitary representations see [ALTV]. For more about category $\mathcal{O}$ we refer the reader to [ Bez , [ Hu$]$. For more on the theory of D-modules and their applications to repressentation theory we recommend the book [HHT].

Acknowledgments. The author is grateful to the students of the MIT course "Representations of Lie groups" in the academic years 2021/2022 and 2023/2024 for feedback on these notes. The work of the author was partially supported by the NSF grant DMS-DMS-2001318.

## 1. Continuous representations of topological groups

This course will be about representations of Lie groups, with a focus on non-compact groups. While irreducible representations of compact groups are all finite dimensional, this is not so for non-compact groups, whose most interesting irreducible representations are infinite dimensional. Thus to have a sensible representation theory of non-compact Lie groups, we need to consider their continuous representations on topological vector spaces.
1.1. Topological vector spaces. All representations we'll consider will be over the field $\mathbb{C}$, which is equipped with its usual topology. Recall that a topological vector space over $\mathbb{C}$ is a complex vector space $V$ with a topology in which addition $V \times V \rightarrow V$ and scalar multiplication $\mathbb{C} \times V \rightarrow V$ are continuous. The topological vector spaces $V$ we'll consider will always be assumed to have the following properties:

- Hausdorff: any two distinct points of $V$ have disjoint neighborhoods.
- locally convex: $0 \in V$ (hence every point) has a base of convex neighborhoods. ${ }^{1}$ Equivalently, the topology on $V$ is defined by a family of seminorms ${ }^{2}\left\{\nu_{\alpha}, \alpha \in A\right\}$ : a base of neighborhoods of 0 is formed by finite intersections of the sets $U_{\alpha, \varepsilon}:=\left\{v \in V \mid \nu_{\alpha}(v)<\varepsilon\right\}, \alpha \in A, \varepsilon>0$. I.e., it is the weakest of the topologies in which all $\nu_{\alpha}$ are continuous.
- sequentially complete: every Cauchy sequenc $\mathbb{~}^{3}$ is convergent.

Also, unless specified otherwise, we will assume that $V$ is

- first countable: $0 \in V$ (equivalently, every point of $V$ ) has a countable base of neighborhoods. By the Birkhoff-Kakutani theorem, this is equivalent to $V$ being metrizable (topology defined by a metric), and moreover this metric can be chosen translation invariant: $d(x, y)=D(x-y)$ for some function $D: V \rightarrow \mathbb{R}_{\geq 0}$.

In this case $V$ is called a Fréchet space. For example, every Banach space (a complete normed space), in particular, Hilbert space is a Fréchet space.

Recall that Hausdorff topological vector space $V$ is said to be complete if whenever $V$ is realized as a dense subspace of a Hausdorff

[^0]topological vector space $\bar{V}$ with induced topology, we have $V=\bar{V}$. Every complete space is sequentially complete, and the converse holds for metrizable spaces (albeit not in general). Thus a Fréchet space can be defined as a locally convex complete metrizable topological vector space.

Alternatively, a Fréchet space may be defined as a complete topological vector space with topology defined by a countable system of seminorms $\nu_{n}: V \rightarrow \mathbb{R}, n \geq 1$. Thus, a sequence $x_{m} \in V$ goes to zero iff $\nu_{n}\left(x_{m}\right)$ goes to zero for all $n$. Note that the Hausdorff property is then equivalent to the requirement that any vector $x \in V$ with $\nu_{n}(x)=0$ for all $n$ is zero.

A translation-invariant metric on a Fréchet space may be defined by the formula

$$
d(x, y)=D(x-y), D(x):=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{\nu_{n}(x)}{1+\nu_{n}(x)}
$$

Note however that $D$ is not a norm, as it is not homogeneous: for $\lambda \in \mathbb{C}, D(\lambda x) \neq|\lambda| D(x)$. If we had a finite collection of seminorms, we could define a norm simply by $D(x):=\sum_{n} \nu_{n}(x)$, but if there are infinitely many, this sum may not converge, and we have to sacrifice the homogeneity property for convergence. In fact, the examples below show that there are important Fréchet spaces that are not Banach (i.e., do not admit a single norm defining the topology). We also note that the same Fréchet space structure on $V$ can be defined by different systems of seminorms $\nu_{n}$, and there is also nothing canonical about the formula for $D$ (e.g., we can replace $\frac{1}{2^{n}}$ by any sequence $a_{n}>0$ with $\left.\sum_{n} a_{n}<\infty\right)$, so $\nu_{n}$ or $D$ are not part of the data of a Fréchet space.

Finally, unless specified otherwise, we will assume that $V$ is

- second countable: admits a countable base. For metrizable spaces, this is equivalent to being separable (having a dense countable subset).

Example 1.1. 1. Let $X$ be a locally compact second countable Hausdorff topological space (e.g., a manifold). Then it is easy to see that $X$ can be represented as a countable nested union of compact subsets: $X=\bigcup_{n \geq 1} K_{n}, K_{1} \subset K_{2} \subset \ldots$. Let $C(X)$ be the space of continuous complex-valued functions on $X$. We can then define seminorms $\nu_{n}$ by

$$
\nu_{n}(f)=\max _{x \in K_{n}}|f(x)| .
$$

(this is well defined since $K_{n}$ are compact). This makes $C(X)$ into a Fréchet space, and this structure is independent on the choice of the
sequence $K_{n}$. The convergence in $C(X)$ is uniform convergence on compact sets.

By the Tietze extension theorem, if $K \subset L$ are compact Hausdorff spaces then the restriction map $C(L) \rightarrow C(K)$ is surjective. So $C(X)=\lim _{\longleftarrow \rightarrow \infty} C\left(K_{n}\right)$ as a vector space. Alternatively, without making any choices, we may write $C(X)=\lim _{K \subset X} C(K)$, where $K$ runs over compact subsets of $X$.
2. If $X$ is a manifold and $0 \leq k \leq \infty$, we can similarly define a Fréchet space structure on the space $C^{k}(X)$ of $k$ times continuously differentiable functions on $X$. Namely, cover $X$ by countably many closed balls $K_{n}$, each equipped with a local coordinate system, and set

$$
\nu_{n, m}(f)=\max _{x \in K_{n}}\left\|d^{m} f(x)\right\|, 0 \leq m \leq k
$$

(these are labeled by two indices rather than one, but it does not matter since this collection is still countable). The convergence in $C^{k}(X)$ is uniform convergence with all derivatives up to $k$-th order on compact sets.

These spaces are not Banach unless $X$ is compact. Moreover, $C^{\infty}(X)$ is not Banach even for compact $X$ (of positive dimension). For example, for $C^{\infty}\left(S^{1}\right)$ we may take,

$$
\nu_{m}(f)=\sum_{i=0}^{m} \max _{x \in S^{1}}\left|f^{(i)}(x)\right|
$$

but this is still an infinite collection. Note that these are all norms, not just seminorms, but each of them taken separately does not define the correct topology on $C^{\infty}\left(S^{1}\right)$ (namely, $\nu_{m}$ defines the incomplete topology induced by embedding $C^{\infty}\left(S^{1}\right)$ as a dense subspace into the Banach space $C^{m}\left(S^{1}\right)$ with norm $\left.\nu_{m}\right)$.
3. The Schwartz space $\mathcal{S}(\mathbb{R}) \subset C^{\infty}(\mathbb{R})$ is the space of functions $f$ with

$$
\nu_{m, n}(f):=\sup _{x \in \mathbb{R}}\left|x^{n} \partial^{m} f(x)\right|<\infty, m, n \geq 0
$$

This system of seminorms can then be used to give $\mathcal{S}(\mathbb{R})$ the structure of a (non-Banach) Fréchet space. The same definition can be used for the Schwartz space $\mathcal{S}\left(\mathbb{R}^{N}\right)$, by taking $n=\left(n_{1}, \ldots, n_{N}\right), m=\left(m_{1}, \ldots, m_{N}\right)$, $x=\left(x_{1}, \ldots, x_{N}\right), \partial=\left(\partial_{1}, \ldots, \partial_{N}\right)$, and

$$
x^{n}:=\prod_{i} x_{i}^{n_{i}}, \partial^{m}:=\prod_{i} \partial_{i}^{m_{i}} .
$$

It is well known that all these spaces are separable (check it!).
1.2. Continuous representations. Let $G$ be a locally compact topological group, for example, a Lie group ${ }^{4}$

Definition 1.2. A continuous representation of $G$ is a topological vector space $V$ with a continuous linear action $a: G \times V \rightarrow V$.5

In particular, a continuous representation gives a homomorphism $\pi: G \rightarrow \operatorname{Aut}(V)$ from $G$ to the group of continuous automorphisms of $V$ (i.e., continuous linear maps $V \rightarrow V$ with continuous inverse).$^{6}$

Definition 1.3. A continuous representation is called unitary if $V$ is a Hilbert space and for all $g \in G$, the operator $\pi(g): V \rightarrow V$ is unitary; in other words, $\pi$ lands in the unitary group $U(V) \subset \operatorname{Aut}(V)$.

Exercise 1.4. Let $1 \leq p<\infty$ and $L^{p}(\mathbb{R})$ be the Banach space of measurable functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with

$$
\|f\|_{p}=\left(\int_{\mathbb{R}}|f(x)|^{p} d x\right)^{\frac{1}{p}}<\infty
$$

(modulo functions vanishing outside a set of measure zero), with norm $f \mapsto\|f\|_{p}$. The Lie group $\mathbb{R}$ acts on $L^{p}(\mathbb{R})$ by translation.
(i) Show that this is a continuous representation, which is unitary for $p=2$ (use approximation of $L^{p}$ functions by continuous functions with compact support).
(ii) Prove the same for the Fréchet spaces $C^{k}(\mathbb{R})$ and $\mathcal{S}(\mathbb{R})$.

Let $G$ be a locally compact group, for example a Lie group. In this case $G$ is known to have a unique up to scaling right-invariant Haar measure $d x$. For Lie groups, this measure is easy to construct by spreading a nonzero element of $\wedge^{n} \mathfrak{g}^{*}, \mathfrak{g}=\operatorname{Lie}(G), n=\operatorname{dim} \mathfrak{g}$, over the group $G$ by right translations. Thus we can define the Banach space $L^{p}(G)$ similarly to the case $G=\mathbb{R}$. It is easy to generalize Exercise 1.4 to show that the translation action of $G$ on $L^{p}(G)$ and $C^{k}(G)$ is continuous, with $L^{2}(G)$ unitary.

Example 1.5. Let $X$ be a manifold with a right action of a Lie group $G$. We'd like to say that we have a unitary representation of $G$ on

[^1]$L^{2}(X)$ via $(g f)(x)=f(x g)$. But for this purpose we need to fix a $G$ invariant measure on $X$, and such a nonzero measure does not always exist (e.g., $G=S L_{2}(\mathbb{R}), X=\mathbb{R P}^{1}=S^{1}$ ).

The way out is to use half-densities on $X$ rather than functions. Namely, recall that if $\operatorname{dim} X=m$ then the canonical line bundle $K_{X}:=$ $\wedge^{m} T^{*} X$ has structure group $\mathbb{R}^{\times}$. Consider the character $\mathbb{R}^{\times} \rightarrow \mathbb{R}^{>0}$ given by $t \mapsto|t|^{s}, s \in \mathbb{R}$, and denote the associated line bundle $|K|^{s}$. This is called the bundle of $s$-densities on $X$ (in particular, densities for $s=1$ and half-densities for $s=\frac{1}{2}$ ). Thus in local coordinates $s$-densities are ordinary functions, but when we change coordinates by $x \mapsto x^{\prime}=x^{\prime}(x)$, these functions change as

$$
f=f^{\prime}\left|\operatorname{det}\left(\frac{\partial x^{\prime}}{\partial x}\right)\right|^{s} .
$$

The benefit of half-densities is that for any half-density $f$, the expression $|f|^{2}$ is naturally a density on $X$, which canonically defines a measure that can be integrated over $X$. As a result, the space $L^{2}(X)$ of half-densities $f$ on $X$ with

$$
\|f\|_{2}=\sqrt{\int_{X}|f|^{2}}<\infty
$$

is a Hilbert space attached canonically to $X$ (without choosing any additional structures), and any diffeomorphism $g: X \rightarrow X$ defines a unitary operator on $L^{2}(X)$. Thus similarly to Exercise 1.4, $L^{2}(X)$ is a unitary representation of $G$. Note that if $X$ has a $G$-invariant measure, this is the same as a representation of $G$ on $L^{2}$-functions on $X$.

In particular, we see that we have a unitary representation of $G \times G$ on $L^{2}(G)$ by left and right translation even though the right-invariant Haar measure is not always left-invariant.

If $V$ is finite dimensional, $\operatorname{Aut}(V)=G L(V)$ is just the group of invertible matrices, and the continuity condition for representations of $G$ is just that the map $\pi: G \rightarrow \operatorname{Aut}(V)$ is continuous in the usual topology. Then it is well known that this map is smooth and is determined by the corresponding Lie algebra map $\mathfrak{g} \rightarrow \operatorname{End}(V)=\mathfrak{g l}(V)$, and this correspondence is a bijection if $G$ is simply connected. In this way the theory of finite dimensional continuous representations of connected Lie groups is immediately reduced to pure algebra.

On the other hand, for infinite dimensional representations the situation is more tricky, as there are several natural topologies on $\operatorname{Aut}(V)$. One of them is the strong topology of $\operatorname{End}(V)$ (continuous endomorphisms of $V$ ), in which $T_{n} \rightarrow T$ iff for all $v \in V$ we have $T_{n} v \rightarrow T v$. It is clear that if $(V, \pi)$ is a continuous representation of $G$ then the map
$\pi: G \rightarrow \operatorname{Aut}(V)$ is continuous in the strong topology, but the converse is not true, in general. However, the converse holds for Banach spaces (in particular, for unitary representations).

Proposition 1.6. If $V$ is a Banach space then a representation $(V, \pi)$ of $G$ is continuous if and only if the map $\pi: G \rightarrow \operatorname{Aut}(V)$ is continuous in the strong topology.

Proof. Recall the uniform boundedness principle: If $T_{n}$ is a sequence of bounded operators from a Banach space $V$ to a normed space and for any $v \in V$ the sequence $T_{n} v$ is bounded then the sequence $\left\|T_{n}\right\|$ is bounded.

Now assume that $\pi$ is continuous in the strong topology. Let $g_{n} \in G$, $g_{n} \rightarrow 1$, and $v_{n} \rightarrow v \in V$. Since $G$ is second countable, our job is to show that $\pi\left(g_{n}\right) v_{n} \rightarrow v$. We know that $\pi\left(g_{n}\right) v \rightarrow v$, as $\pi\left(g_{n}\right) \rightarrow 1$ in the strong topology. So it suffices to show that $\pi\left(g_{n}\right)\left(v_{n}-v\right) \rightarrow 0$. As $v_{n}-v \rightarrow 0$, it suffices to show that the sequence $\left\|\pi\left(g_{n}\right)\right\|$ is bounded. But this follows from the uniform boundedness principle.

Remark 1.7. 1. Another topology on $\operatorname{End}(V)$ for a Banach space $V$ is the norm topology, defined by the operator norm. It is stronger that the strong topology, and a continuous representation $\pi: G \rightarrow \operatorname{Aut}(V)$ does not have to be continuous in this topology. For example, the action of $\mathbb{R}$ on $L^{2}(\mathbb{R})$ is not. Indeed, denoting by $T_{a}$ the operator $\pi(a)$ given by $\left(T_{a} f\right)(x)=f(x+a)$, we have $\left\|T_{a}-1\right\|=2$ for all $a \neq 0$ (show it!).
2. If $\operatorname{dim} V=\infty$ then $\operatorname{Aut}(V)$ is not a topological group with respect to strong topology (multiplication is not continuous).

### 1.3. Subrepresentations, irreducible representations.

Definition 1.8. A subrepresentation of a continuous representation $V$ of $G$ is a closed $G$-invariant subspace of $V$. We say that $V$ is irreducible if its only subrepresentations are 0 and $V$.

Example 1.9. The translation representation of $\mathbb{R}$ on $L^{2}(\mathbb{R})$ is not irreducible, although this is not completely obvious. To see this, we apply Fourier transform, which is a unitary automorphism of $L^{2}(\mathbb{R})$. The Fourier transform maps the operator $T_{a}$ to the operator of multiplication by $e^{i a x}$. But it is easy to construct closed subspaces of $L^{2}(\mathbb{R})$ invariant under multiplication by $e^{i a x}$ : take any measurable subset $X \subset \mathbb{R}$ and the subspace $L^{2}(X) \subset L^{2}(\mathbb{R})$ of functions that essentially vanish outside $X$ (e.g., one can take $X=[0,+\infty)$ ).

Example 1.10. Here is the most basic example of an irreducible infinite dimensional representation of a Lie group. Let $G$ be the Heisenberg group, i.e., the group of upper triangular unipotent real 3 -by- 3 matrices. It can be realized as the Euclidean space $\mathbb{R}^{3}$ (with coordinates $x, y, z$ being the above-diagonal matrix entries), with multiplication law

$$
(a, b, c)\left(a^{\prime}, b^{\prime}, c^{\prime}\right)=\left(a+a^{\prime}, b+b^{\prime}, c+c^{\prime}+a b^{\prime}\right)
$$

Then we can define a unitary representation of $G$ on $V=L^{2}(\mathbb{R})$ by setting $\pi(a, 0,0)=e^{i a x}$ (multiplication operator) and $\pi(0, b, 0)=T_{b}$ (shift by $b$ ).
Exercise 1.11. (i) Show that this gives rise to a well defined unitary representation of $G$, and compute $\pi(a, b, c)$ for general $(a, b, c)$.
(ii) Show that $V$ is irreducible.

Hint. Suppose $W \subset V$ is a proper subrepresentation, and denote by $P: V \rightarrow V$ the orthogonal projector to $W$. We can write $P$ as an integral operator with Schwartz kerne ${ }^{7} K(x, y)$, a distribution on $\mathbb{R}^{2}$. Show that $K$ is translation invariant, i.e., $K(x+a, y+a)=K(x, y)$, and deduce $K(x, y)=k(x-y)$ for some distribution $k(x)$ on $\mathbb{R}]^{[8]}$ Show that $\left(e^{i a x}-1\right) k(x)=0$ for all $a \in \mathbb{R}$. Deduce that $P$ is a scalar operator. Conclude that $P=0$, so $W=0$.
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## 2. $K$-finite vectors and matrix coefficients

2.1. $K$-finite vectors. Let $K$ be a compact topological group. In this case $K$ has a unique right-invariant Haar measure of volume 1 , which is therefore also left-invariant; we will denote this measure by $d g$. Thus if $V$ is a finite dimensional (continuous) representation of $K$ and $B$ a positive definite Hermitian form on $V$ then the form

$$
\bar{B}(v, w):=\int_{K} B(g v, g w) d g
$$

is positive definite and $K$-invariant, which implies that $V$ is unitary. If $V$ is irreducible then by Schur's lemma this unitary structure is unique up to scaling.

This implies that finite dimensional representations of $K$ are completely reducible: if $W \subset V$ is a subrepresentation then $V=W \oplus W^{\perp}$, where $W^{\perp}$ is the orthogonal complement of $W$ under the Hermitian form.

Now let $V$ be any continuous representation of $K$ (not necessarily finite dimensional).

Definition 2.1. A vector $v \in V$ is $K$-finite if it is contained in a finitedimensional subrepresentation of $V$. The space of $K$-finite vectors of $V$ is denoted by $V^{\text {fin }}$.

Let $\operatorname{Irr} K$ be the set of isomorphism classes of irreducible finite dimensional representations of $K$. We have a natural $K$-invariant linear map

$$
\xi: \oplus_{\rho \in \operatorname{Irr} K} \operatorname{Hom}(\rho, V) \otimes \rho \rightarrow V^{\operatorname{fin}}
$$

(where $K$ acts trivially on $\operatorname{Hom}(\rho, V)$ ) defined by

$$
\xi(h \otimes u)=h(u) .
$$

Lemma 2.2. $\xi$ is an isomorphism.
Proof. To show $\xi$ is injective, assume the contrary, and let $\widetilde{\rho}$ be an irreducible subrepresentation of $\operatorname{Ker} \xi$. Then $\widetilde{\rho}=h \otimes \rho$, so for any $u \in \rho, h(u)=\xi(h \otimes u)=0$, so $h=0$, contradiction.

It remains to show that $\xi$ is surjective. For $v \in V^{\text {fin }}$, let $W \subset V^{\text {fin }}$ be a finite dimensional subrepresentation of $V$ containing $v$. By complete reducibility, $W$ is a direct sum of irreducible representations. Thus it suffices to assume that $W$ is irreducible. Let $h: W \hookrightarrow V$ be the corresponding inclusion. Then $v=h(v)=\xi(h \otimes v)$.
Example 2.3. Let $K=S^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$. The irreducible finite dimensional representations of $K$ are the characters $\rho_{n}(x)=e^{i n x}$ for integer $n$. Let $V=L^{2}\left(S^{1}\right)$. Then $\operatorname{Hom}\left(\rho_{n}, V\right)$ is the space of functions on $S^{1}$
such that $f(x+a)=e^{i n a} f(x)$, which is a 1 -dimensional space spanned by the function $e^{i n x}$. It follows that $V^{\text {fin }}$ is the space of trigonometric polynomials $\sum_{n} a_{n} e^{i n x}$, where only finitely many coefficients $a_{n} \in \mathbb{C}$ are nonzero.
2.2. Matrix coefficients. Let us now consider the special case $V=$ $L^{2}(K)$, and view it as a representation of $K \times K$ via

$$
(\pi(a, b) f)(x)=f\left(a^{-1} x b\right)
$$

For every irreducible representation $\rho \in \operatorname{Irr} K$ we have a homomorphism of representations of $K \times K$ :

$$
\xi_{\rho}: \operatorname{End}_{\mathbb{C}} \rho=\rho^{*} \otimes \rho \rightarrow L^{2}(K)
$$

defined by

$$
\xi_{\rho}(h \otimes v)(g):=h(g v)
$$

This map is nonzero, hence injective (as $\rho^{*} \otimes \rho$ is an irreducible $K \times K$ module), and is called the matrix coefficient map, as the right hand side is a matrix coefficient of the representation $\rho$. The theorem on orthogonality of matrix coefficients tells us that the images of $\xi_{\rho}$ for different $\rho$ are orthogonal, and for $A, B \in \operatorname{End}_{\mathbb{C}} \rho$ we have

$$
\left(\xi_{\rho}(A), \xi_{\rho}(B)\right)=\frac{\operatorname{Tr}\left(A B^{\dagger}\right)}{\operatorname{dim} \rho}
$$

where $B^{\dagger}$ is the Hermitian adjoint of $B$ with respect to the unitary structure on $\rho$. Thus, choosing orthonormal bases $\left\{v_{\rho i}\right.$ in each $\rho$, we find that the functions

$$
\psi_{\rho i j}:=(\operatorname{dim} \rho)^{\frac{1}{2}} \xi_{\rho}\left(E_{i j}\right),
$$

where $E_{i j}:=v_{\rho j}^{*} \otimes v_{\rho i}$ are elementary matrices, form an orthonormal system in $L^{2}(K)$.

Let us view $L^{2}(K)$ as a representation of $K$ via left translations. Let $\rho \in \operatorname{Irr} K$. Then every $h \in \rho$ defines a homomorphism of representations $f_{h}: \rho^{*} \rightarrow L^{2}(K)$ which, when viewed as an element of $L^{2}(K, \rho)$, is given by the formula $f_{h}(y):=y h$. Conversely, suppose $f: \rho \rightarrow V$ is a homomorphism. Then $f$ can be represented by an $L^{2}$-function $\widetilde{f}: K \rightarrow \rho$ such that for any $b \in K$, the function $x \mapsto \widetilde{f}(b x)-b \widetilde{f}(x)$ vanishes outside a set $S_{b} \subset K$ of measure 0 . Let $S \subset K \times K$ be the set of pairs $(b, x)$ such that $x \in S_{b}$. Then $S$ has measure 0 , hence the set $T_{x}$ of $b \in K$ such that $(b, x) \in S$ (i.e., $x \in S_{b}$ ) has measure zero almost everywhere with respect to $x$. So pick $x \in K$ such that $T_{x}$ has measure zero. For $y=b x \notin T_{x} x$, we have $x \notin S_{b}$, so $\widetilde{f}(y)=y x^{-1} \widetilde{f}(x)$. Thus
$f=f_{h}$ where $h=x^{-1} \widetilde{f}(x)$. It follows that the assignment $h \mapsto f_{h}$ is an isomorphism $\rho \cong \operatorname{Hom}\left(\rho^{*}, L^{2}(K)\right)$. This shows that the map

$$
\bigoplus_{\rho \in \operatorname{Irr} K} \xi_{\rho}: \bigoplus_{\rho \in \operatorname{Irr} K} \rho^{*} \otimes \rho \rightarrow L^{2}(K)^{\mathrm{fin}}
$$

is an isomorphism, where $L^{2}(K)^{\mathrm{fin}}$ is the space of $K$-finite vectors in $L^{2}(K)$ under left translations. Thus any $K$-finite function under left (or right) translations is actually $K \times K$-finite, and we have a natural orthogonal decomposition

$$
L^{2}(K)^{\mathrm{fin}} \cong \bigoplus_{\rho \in \operatorname{Irr} K} \rho^{*} \otimes \rho
$$

Moreover, since $L^{2}(K)$ is separable, it follows that $\operatorname{Irr} K$ is a countable set.
2.3. The Peter-Weyl theorem. The following non-trivial theorem is proved in the basic Lie groups course.

Theorem 2.4. (Peter-Weyl) $L^{2}(K)^{\mathrm{fin}}$ is a dense subspace of $L^{2}(K)$. Hence $\left\{\psi_{\rho i j}\right\}$ form an orthonormal basis of $L^{2}(K)$, and we have

$$
L^{2}(K)=\widehat{\oplus}_{\rho \in \operatorname{Irr} K} \rho^{*} \otimes \rho
$$

(completed orthogonal direct sum under the Hilbert space norm).
Example 2.5. For $K=S^{1}=\mathbb{R} / 2 \pi \mathbb{Z}$ the Peter-Weyl theorem says that the Fourier system $\left\{e^{i n x}\right\}$ is complete, i.e., a basis of $L^{2}\left(S^{1}\right)$.
2.4. Partitions of unity. Let $X$ be a metric space with distance function $d$, and $C \subset X$ a closed subset. For $x \in X$ define

$$
d(x, C):=\inf _{y \in C} d(x, y)
$$

if $C \neq \emptyset$. This function is continuous, since $d(x, C) \leq d(x, y)+d(y, C)$, hence $|d(x, C)-d(y, C)| \leq d(x, y)$. Thus the function $f_{C}(x):=\frac{d(x, C)}{1+d(x, C)}$ (defined to be 1 if $C=\emptyset$ ) is continuous on $X$, takes values in [0, 1], and $f_{C}(x)=0$ iff $x \in C$. So if $\left\{U_{i}, i \in \mathbb{N}\right\}$ is a countable open cover of $X$ then the function $\sum_{i \in \mathbb{N}} 2^{-i} f_{U_{i}^{c}}$ is continuous and strictly positive, so we may define the continuous functions on $X$

$$
\phi_{i}:=\frac{2^{-i} f_{U_{i}^{c}}}{\sum_{i \in \mathbb{N}} 2^{-i} f_{U_{i}^{c}}}, i \in \mathbb{N}
$$

These functions form a partition of unity subordinate to the cover $\left\{U_{i}, i \in \mathbb{N}\right\}:$ each $\phi_{i}$ is non-negative, vanishes outside $U_{i}$, and $\sum_{i \in \mathbb{N}} \phi_{i}=$ 1 (a uniformly convergent series on $X$ ).

## 3. Algebras of measures on locally compact groups

3.1. The space of measures. Let $X$ be a locally compact second countable Hausdorff topological space. It is well known that such a space is metrizable, so let us fix a metric $d$ defining the topology on $X$.

As we have seen in Example 1.1, the space $C(X)$ of continuous functions on $X$ is a separable Fréchet space. So let us consider the topological dual space, $C(X)^{*}$, of continuous linear functionals on $C(X)$. This space is denoted by $\operatorname{Meas}_{c}(X)$; its elements are called (complexvalued) compactly supported (Radon) measures on $X$. We will often use the standard notation from measure theory: for $f \in C(X)$ and $\mu \in \operatorname{Meas}_{c}(X)$,

$$
\mu(f)=\int_{X} f(x) d \mu(x)
$$

We equip $\operatorname{Meas}_{c}(X)$ with the weak topology ${ }^{9}$ in which $\mu_{n} \rightarrow \mu$ iff $\mu_{n}(f) \rightarrow \mu(f)$ for any $f \in C(X)$ (this topology is commonly called the weak* topology, but we will drop the ${ }^{*}$ ). Namely, the weak topology is defined by the family of seminorms $\mu \mapsto|\mu(f)|, f \in C(X)$, so $\operatorname{Meas}_{c}(X)$ is Hausdorff and locally convex. We will also see that $\operatorname{Meas}_{c}(X)$ is separable and sequentially complete, but, as shown by the example below, in general it is not first countable (so in particular not second countable or metrizable), nor complete, so it is not a Fréchet space.

Example 3.1. Let $X=\mathbb{N}$ with discrete topology. Then $C(X)$ is the space of complex sequences $\mathbf{a}=\left\{a_{n}, n \in \mathbb{N}\right\}$ with topology defined by the seminorms $\nu_{n}(\mathbf{a}):=\left|a_{n}\right|, n \in \mathbb{N}$ (i.e., topology of termwise convergence). So $C(X)^{*}=\operatorname{Meas}_{c}(X)$ is the space of eventually vanishing complex sequences $\mathbf{f}=\left\{f_{n}, n \in \mathbb{N}\right\}$ (acting on $\mathbb{C}(X)$ by $\mathbf{f}(\mathbf{a})=\sum_{n \in \mathbb{N}} f_{n} a_{n}$ ) with topology having base of neighborhoods of zero consisting of finite intersections of the sets $U_{\mathbf{a}, \varepsilon}=\left\{\mathbf{f} \in C(X)^{*}:|\mathbf{f}(\mathbf{a})|<\varepsilon\right\}, \mathbf{a} \in \mathbb{C}(X)$, $\varepsilon>0$. This space has a basis $\left\{\mathbf{e}_{m}, m \geq 0\right\}$ given by $\left(\mathbf{e}_{m}\right)_{n}:=\delta_{m n}$, i.e., it is countably dimensional.

We have $\mathbf{f}_{n} \rightarrow 0$ in $C(X)^{*}$ iff all $\mathbf{f}_{n}$ are supported on some finite set $S \subset \mathbb{N}$ and for all $j \in S, f_{n j} \rightarrow 0$. This implies that $C(X)^{*}$ is not first countable (hence all the more not second countable and not metrizable). Indeed if $W_{m}, m \geq 1$ were a basis of neighborhoods of zero then by replacing $W_{m}$ by $W_{1} \cap \ldots \cap W_{m}$ we can ensure that $W_{1} \supset W_{2} \supset \ldots$ Assuming this is the case, pick $N_{m} \geq 1$ such that the sequence $\mathbf{a}_{m}:=\frac{\mathbf{e}_{m}}{N_{m}}$ belongs to $W_{m}$ (it exists since for each $m, \frac{\mathbf{e}_{m}}{N} \rightarrow 0$ in

[^3]$C(X)^{*}$ as $\left.N \rightarrow \infty\right)$. Then the sequence $\left\{\mathbf{a}_{m}, m \geq 1\right\}$ does not converge to 0 , and yet for each $m, \mathbf{a}_{j} \in W_{m}$ for all $j \geq m$, contradiction.

Also $C(X)^{*}$ is not complete, as it is a dense subspace of the space $C(X)_{\text {alg }}^{*}$ of all (not necessarily continuous) linear functionals on $C(X)$ (uncountably dimensional, hence bigger than $\left.C(X)^{*}\right)$, from which it inherits the weak topology. On the other hand, it is sequentially complete. Indeed, if $\left\{\mathbf{f}_{n}\right\}$ is a Cauchy sequence in $\mathbb{C}(X)^{*}$ then $\mathbf{f}_{n}-\mathbf{f}_{n+1}$ goes to 0 as $n \rightarrow \infty$, so for some $N$ and $n \geq N, \mathbf{f}_{n}-\mathbf{f}_{n+1}$ is supported on some finite set $S \subset \mathbb{N}$. Hence for all $n, \mathbf{f}_{n}$ is supported on the union of $S$ and the supports of $\mathbf{f}_{i}, 1 \leq i \leq N$, which is a finite set. Hence it converges (as it is Cauchy). Also, the countable set $C(X)_{\text {rat }}^{*}$ of eventually vanishing sequences of Gaussian rationals is dense in $C(X)^{*}$, so $C(X)^{*}$ is separable.

Thus we see that $C(X)^{*}=\bigcup_{i \geq 1} C\left(K_{i}\right)^{*}$ as a vector space, or, with-
 compact subsets of $X$.

Pick a representation of $X$ as a nested union of compact subsets $K_{i}, i \geq 1$. We claim that for any $\mu \in C(X)^{*}$ there exists $i$ such that if $f \in C(X)$ satisfies $\left.f\right|_{K_{i}}=0$ then $\mu(f)=0$. Indeed, if not then for each $i$ there is $f_{i} \in C(X)$ with $\left.f_{i}\right|_{K_{i}}=0$ but $\mu\left(f_{i}\right)=1$. Then the series $\sum_{i} f_{i}$ converges in $C(X)$ (as it terminates on each $K_{i}$, and every compact subset of $X$ is contained in some $K_{i}$ ) while the series $\mu\left(\sum_{i} f_{i}\right)=\sum_{i} \mu\left(f_{i}\right)=\sum_{i} 1$ diverges, a contradiction. Thus we see that $C(X)^{*}=\bigcup_{i \geq 1} C\left(K_{i}\right)^{*}$ as a vector space, or, without making any choices, $C(X)^{*}=\xrightarrow{\lim _{K \subset X}} C(K)^{*}$, where $K$ runs over compact subsets of $X$.

Lemma 3.2. (i) If a sequence $\left\{\mu_{n}, n \geq 1\right\} \in C(X)^{*}$ is Cauchy then there is a compact subset $K \subset X$ such that $\mu_{n} \in C(K)^{*} \subset C(X)^{*}$ for all $n$.
(ii) $C(X)^{*}$ is sequentially complete.

Proof. (i) Otherwise for each $j \geq 1$ there exists the largest positive integer $N_{j} \geq 0$ such that if $f \in C(X)$ and $\left.f\right|_{K_{j}}=0$ then $\mu_{1}(f)=\ldots=$ $\mu_{N_{j}-1}(f)=0$. The numbers $N_{j}$ form a nondecreasing sequence, and since $C(X)^{*}=\bigcup_{i \geq 1} C\left(K_{i}\right)^{*}$, we have $N_{j} \rightarrow \infty$. So let $p(j) \geq j$ be the largest $i$ for which $N_{i}=N_{j}$. By assumption, for every $j \geq 1$ there is $f_{j} \in C(X)$ with $\left.f_{i}\right|_{K_{j}}=0$ and $\mu_{N_{j}}\left(f_{j}\right) \neq 0$. Then we can arrange that $\mu_{N_{j}}\left(f_{1}+\ldots+f_{j}\right)=j$, and $\mu_{N_{j}}\left(f_{i}\right)=0$ if $i>p(j)$. Now, the series $f:=\sum_{i \geq 1} f_{i}$ converges in $C(X)$, and we have

$$
\mu_{N_{j}}(f)=\mu_{N_{j}}\left(f_{1}+\ldots+f_{p(j)}\right)=\mu_{N_{p(j)}}\left(f_{1}+\ldots+f_{p(j)}\right)=p(j) .
$$

On the other hand, since $\mu_{n}$ is Cauchy, we get

$$
p(j+1)-p(j)=\mu_{N_{j+1}}(f)-\mu_{N_{j}}(f) \rightarrow 0, j \rightarrow \infty
$$

a contradiction since $p(j) \geq j$.
(ii) Let $\left\{\mu_{n}, n \geq 1\right\}$ be a Cauchy sequence in $C(X)^{*}$. By (i), $\mu_{n} \in$ $C(K)^{*}$ for some compact $K \subset X$, so we may assume that $X$ is compact. Since $\mu_{n}$ is Cauchy, so is $\mu_{n}(f)$ for any $f \in C(X)$. Thus $\mu_{n}$ weakly converges to some linear functional $\mu: C(X) \rightarrow \mathbb{C}$ given by $\mu(f):=$ $\lim _{n \rightarrow \infty} \mu_{n}(f)$, and our job is to show, that $\mu$ is continuous. Since $\mu_{n}(f)$ is convergent, it is bounded, so by the uniform boundedness principle, the sequence $\left\|\mu_{n}\right\|$ is bounded above by some constant $C$, i.e., $\left|\mu_{n}(f)\right| \leq C\|f\|$. But then $|\mu(f)| \leq C\|f\|$, so $\|\mu\| \leq C$, as desired.
3.2. Support of a measure. Define the support of $\mu \in C(X)^{*}$, denoted $\operatorname{supp} \mu$, to be the set of all $x \in X$ such that for any neighborhood $U$ of $x$ in $X$ there exists $f \in C(X)$ vanishing outside $U$ with $\mu(f) \neq 0$. Thus the complement $(\operatorname{supp} \mu)^{c}$ is the set of $x \in X$ which admit a neighborhood $U$ such that for every $f \in C(X)$ vanishing outside $U$ we have $\mu(f)=0$. In this case, $U \subset(\operatorname{supp} \mu)^{c}$, so $(\operatorname{supp} \mu)^{c}$ is open, hence supp $\mu$ is closed. Moreover, since $C(X)^{*}=\xrightarrow{\lim _{K \subset X} C(K)^{*}}$, supp $\mu$ is contained in some compact subset $K \subset X$, so it is itself compact.

Proposition 3.3. If $f \in C(X)$ and $\left.f\right|_{\operatorname{supp} \mu}=0$ then $\mu(f)=0$.
Proof. For every $z \in(\operatorname{supp} \mu)^{c}$ there is a neighborhood $U_{z} \subset(\operatorname{supp} \mu)^{c}$ such that for any $\phi \in C(X)$ vanishing outside $U_{z}, \mu(\phi)=0$. These neighborhoods form an open cover of $(\operatorname{supp} \mu)^{c}$. Since $(\operatorname{supp} \mu)^{c}$ is second countable, this cover has a countable subcover $\left\{U_{i}, i \in \mathbb{N}\right\}$. Let $\left\{\phi_{i}, i \in \mathbb{N}\right\}$ be a continuous partition of unity subordinate to this cover. Then $\mu\left(\phi_{i} f\right)=0$ for all $i$, so $\mu(f)=\mu\left(\sum_{i} \phi_{i} f\right)=\sum_{i} \mu\left(\phi_{i} f\right)=0$, as claimed.
3.3. Finitely supported measures. A basic example of an element of $\operatorname{Meas}_{c}(X)$ is a Dirac measure $\delta_{a}, a \in X$, such that $\delta_{a}(f)=f(a)$. Thus if $a_{n} \rightarrow a$ in $X$ as $n \rightarrow \infty$ then $\delta_{a_{n}} \rightarrow \delta_{a}$ in the weak topology. A finite linear combination of Dirac measures is called a finitely supported measure, since such measures are exactly the measures with finite support. The subspace of finitely supported measures is denoted $\operatorname{Meas}_{c}^{0}(X)$.
Lemma 3.4. $\operatorname{Meas}_{c}^{0}(X)$ is a sequentially dense (in particular, dense) subspace in $\operatorname{Meas}_{c}(X)$, i.e., every element $\mu \in \operatorname{Meas}_{c}(X)$ is the limit of a sequence $\mu_{n} \in \operatorname{Meas}_{c}^{0}(X)$ in the weak topology.

Proof. By replacing $X$ with $\operatorname{supp} \mu$, we may assume that $X$ is compact. For every $n \geq 1$, let $X_{n}$ be a finite subset of $X$ such that the open balls $B\left(x, \frac{1}{n}\right)$ around $x \in X_{n}$ cover $X$. Let $\left\{\phi_{n x}, x \in X_{n}\right\}$ be a continuous partition of unity subordinate to this cover, and let

$$
\mu_{n}:=\sum_{x \in X_{n}} \mu\left(\phi_{n x}\right) \delta_{x} \in \operatorname{Meas}_{c}^{0}(X) .
$$

We claim that $\mu_{n} \rightarrow \mu$ in the weak topology.
Indeed, let $f \in C(X)$. Then
$\left|\mu_{n}(f)-\mu(f)\right|=\mid \mu\left(\sum_{x \in X_{n}} \phi_{n x}(f-f(x))\left|\leq\|\mu\| \sup _{y \in X} \sum_{x \in X_{n}} \phi_{n x}(y)\right| f(y)-f(x) \mid\right.$.
But $f$ is uniformly continuous, so for every $\varepsilon>0$ there is $N$ such that if $d(x, y)<\frac{1}{N}$ then $|f(x)-f(y)|<\varepsilon$. So for $n \geq N$, whenever $\phi_{n x}(y) \neq 0$, we have $|f(y)-f(x)|<\varepsilon$. Thus we get

$$
\left|\mu_{n}(f)-\mu(f)\right| \leq \varepsilon\|\mu\| \sup _{y \in X} \sum_{x \in X_{n}} \phi_{n x}(y)=\varepsilon\|\mu\|,
$$

which implies the desired statement.
Note that since $X$ is separable, so is $\operatorname{Meas}_{c}^{0}(X)$ (given a countable dense subset $T \subset X$, finitely supported measures with support in $T$ and Gaussian rational coefficients form a countable, sequentially dense subset $\left.E_{T} \subset \operatorname{Meas}_{c}^{0}(X)\right)$. Thus we get that $\operatorname{Meas}_{c}(X)$ is separable; moreover, since $E_{T}$ is sequentially dense in $\operatorname{Meas}_{c}(X)$, the latter is sequentially separable.

Corollary 3.5. If $X, Y$ are locally compact second countable Hausdorff spaces then the natural bilinear map

$$
\boxtimes: \operatorname{Meas}_{c}^{0}(X) \times \operatorname{Meas}_{c}^{0}(Y) \rightarrow \operatorname{Meas}_{c}(X \times Y)
$$

uniquely extends to a bilinear map

$$
\boxtimes: \operatorname{Meas}_{c}(X) \times \operatorname{Meas}_{c}(Y) \rightarrow \operatorname{Meas}_{c}(X \times Y)
$$

which is continuous in each variable.
Proof. It is clear that $\boxtimes$ is continuous in each variable, so the result follows from the facts that $\operatorname{Meas}_{c}^{0}(X)$ is sequentially dense in $\operatorname{Meas}_{c}(X)$ and that $\operatorname{Meas}_{c}(X)$ is sequentially complete.

Remark 3.6. Here is another proof of Corollary 3.5. We may assume that $X, Y$ are compact. Given $\mu \in C(X)^{*}, \nu \in C(Y)^{*}$, define a linear functional $\mu \boxtimes \nu$ on $C(X) \otimes C(Y) \subset C(X \times Y)$ by $(\mu \boxtimes \nu)(f \otimes g):=$ $\mu(f) \nu(g)$. We claim that $\|\mu \boxtimes \nu\|_{21} \leq\|\mu\|\|\nu\|$ (in fact, the opposite
inequality is obvious, so we have an equality). Thus our job is to show that for $f_{i} \in C(X), g_{i} \in C(Y), 1 \leq i \leq n$, we have

$$
\left|\sum_{i} \mu\left(f_{i}\right) \nu\left(g_{i}\right)\right| \leq\|\mu\|\|\nu\| \max _{x \in X, y \in Y}\left|\sum_{i} f_{i}(x) g_{i}(y)\right| .
$$

i.e., that

$$
\left|\nu\left(\sum_{i} \mu\left(f_{i}\right) g_{i}\right)\right| \leq\|\mu\|\|\nu\| \max _{x \in X, y \in Y}\left|\sum_{i} f_{i}(x) g_{i}(y)\right|
$$

To this end, it suffices to show that

$$
\max _{y \in Y}\left|\sum_{i} \mu\left(f_{i}\right) g_{i}(y)\right| \leq\|\mu\| \max _{x \in X, y \in Y}\left|\sum_{i} f_{i}(x) g_{i}(y)\right|,
$$

which would follow from the inequality

$$
\left|\sum_{i} \mu\left(f_{i}\right) g_{i}(y)\right| \leq\|\mu\| \max _{x \in X}\left|\sum_{i} f_{i}(x) g_{i}(y)\right| .
$$

for all $y \in Y$. But this is just the inequality $\left|\mu\left(F_{y}\right)\right| \leq\|\mu\| \max _{x \in X}\left|F_{y}(x)\right|$ applied to $F_{y}(x):=\sum_{i} g_{i}(y) f_{i}(x)$.

Now note that by the Stone-Weierstrass theorem, $C(X) \otimes C(Y)$ is dense in $C(X \times Y)$, so $\mu \boxtimes \nu$ extends continuously to $C(X \times Y)$.

### 3.4. The algebra of measures on a locally compact group. Now

 let $G$ be a locally compact group. In this case $\operatorname{Meas}_{c}^{0}(G)=\mathbb{C} G$ is the group algebra of $G$ as an abstract group. Namely, the algebra structure is given by $\delta_{x} \delta_{y}=\delta_{x y}$. This multiplication is continuous in the weak topology, hence uniquely extends to $\operatorname{Meas}_{c}(G)$, since the latter is sequentially complete and $\operatorname{Meas}_{c}^{0}(G)$ is sequentially dense in $\operatorname{Meas}_{c}(G)$. Thus $\operatorname{Meas}_{c}(G)$ is a topological unital associative algebra with unit $\delta_{1}$. The multiplication in this algebra may be written as$$
\left(\mu_{1} * \mu_{2}\right)(f)=\left(\mu_{1} \boxtimes \mu_{2}, \Delta(f)\right)=\int_{G \times G} f(x y) d \mu_{1}(x) d \mu_{2}(y),
$$

where $\Delta: C(G) \rightarrow C(G \times G)$ is given by $\Delta(f)(x, y):=f(x y)$. This multiplication is called the convolution product.

Moreover, if $d g$ is a right-invariant Haar measure on $G$ then any compactly supported continuous function (or, more generally, $L^{1}$-function) $\phi$ on $G$ gives rise to a measure $\mu=\phi d g \in \operatorname{Meas}_{c}(G)$. For such measures $\mu_{1}=\phi_{1} d g, \mu_{2}=\phi_{2} d g$ we have

$$
\left(\mu_{1} * \mu_{2}\right)(f)=\int_{G \times G} f(x y) \phi_{1}(x) \phi_{2}(y) d x d y=\int_{G \times G} f(z) \phi_{1}\left(z y^{-1}\right) \phi_{2}(y) d z d y .
$$

Thus $\mu_{1} * \mu_{2}=\phi d g$ where

$$
\phi(z)=\int_{G} \phi_{1}\left(z y^{-1}\right) \phi_{2}(y) d y .
$$

This is called the convolution of functions.
Now let $V$ be a continuous representation of $G$ with the associated homomorphism $\pi: G \rightarrow \operatorname{Aut}(V)$. This map $\pi$ extends by linearity to a homomorphism $\pi: \mathbb{C} G=\operatorname{Meas}_{c}^{0}(G) \rightarrow \operatorname{End}(V)$.

Let us equip $\mathbb{C} G$ with weak topology and introduce the corresponding product topology on $\mathbb{C} G \times V$.

Lemma 3.7. The map $\mathbb{C} G \times V \rightarrow V$ given by $g \mapsto \pi(g) v$ is continuous. Thus $\pi$ is continuous in the weak topology of $\mathbb{C} G$ and strong topology of $\operatorname{End}(V)$.

Proof. We need to show that for any seminorm $\lambda$ (from the family defining the topology of $V$ ) there exists a neighborhood $U$ of 0 in the space $\mathbb{C} G \times V$ such that for $(\mu, v) \in U$ we have $\lambda(\pi(\mu) v)<1$. Let $\mu=\sum_{i=1}^{n} c_{i} \delta_{x_{i}}$, then this inequality takes the form

$$
\begin{equation*}
\sum_{i=1}^{n} \lambda\left(c_{i} \pi\left(x_{i}\right) v\right)<1 \tag{1}
\end{equation*}
$$

Since $\lambda$ is a seminorm, (1) would follow from the inequality

$$
\begin{equation*}
\sum_{i=1}^{n}\left|c_{i}\right| \lambda\left(\pi\left(x_{i}\right) v\right)<1 \tag{2}
\end{equation*}
$$

We define $|\mu|=\sum_{i=1}^{n}\left|c_{i}\right| \delta_{x_{i}}$ and $f_{v}(x):=\lambda(\pi(x) v), f_{v} \in C(X)$. Then (2) takes the form

$$
\begin{equation*}
|\mu|\left(f_{v}\right)<1 \tag{3}
\end{equation*}
$$

Clearly, the map $(\mu, v) \mapsto|\mu|\left(f_{v}\right)$ is continuous, so we may take $U$ to be defined by (3).
Corollary 3.8. If $(V, \pi)$ is a continuous representation of $G$ then $\pi$ the action $G \times V \rightarrow V$ uniquely extends to a continuous bilinear map $\operatorname{Meas}_{c}(G) \times V \rightarrow V$, which gives rise to a continuous unital algebra homomorphism

$$
\pi: \operatorname{Meas}_{c}(G) \rightarrow \operatorname{End}(V)
$$

Proof. We need to show that for every $v \in V$ the map $\mu \mapsto \pi(\mu) v$ uniquely extends by continuity from $\operatorname{Meas}_{c}^{0}(G)$ to $\operatorname{Meas}_{c}(G)$. This follows from Lemmas 3.4 and 3.7 since $V$ is complete.

## 4. Plancherel formulas, Dirac sequences, smooth vectors

4.1. Plancherel formulas. For a compactly supported $L^{1}$-function $f$ on $G$, for brevity let us denote $\pi(f d g)$ just by $\pi(f)$.

Proposition 4.1. (Plancherel's theorem for compact groups) Let $K$ be a compact group and $f_{1}, f_{2} \in L^{2}(K)$. Then

$$
\left(f_{1}, f_{2}\right)=\sum_{\rho \in \operatorname{Irr} K} \operatorname{dim} \rho \cdot \operatorname{Tr}\left(\pi_{\rho}\left(f_{1}\right) \pi_{\rho}\left(f_{2}\right)^{\dagger}\right)
$$

and this series is absolutely convergent.
Proof. Recall that if $e_{i}$ is an orthonormal basis of a Hilbert space $H$ and $f_{1}, f_{2} \in H$ then

$$
\left(f_{1}, f_{2}\right)=\sum_{i}\left(f_{1}, e_{i}\right)\left(e_{i}, f_{2}\right)
$$

and this series is absolutely convergent. The result now follows by applying this formula to the orthonormal basis provided by the PeterWeyl theorem:

$$
\psi_{\rho i j}=\sqrt{\operatorname{dim} \rho}\left(\pi_{\rho}(g) v_{\rho i}, v_{\rho j}\right),
$$

where $\left\{v_{\rho i}\right\}$ is an orthonormal basis of $\rho$.
Example 4.2. If $K=S^{1}$, Plancherel's theorem reduces to the usual Parceval equality in Fourier analysis:

$$
\left(f_{1}, f_{2}\right)=\sum_{n \in \mathbb{Z}} c_{n}\left(f_{1}\right) \overline{c_{n}\left(f_{2}\right)},
$$

where $c_{n}(f)$ are the Fourier coefficients of $f$.
Proposition 4.3. (Plancherel's formula) If $K$ is a compact Lie group and $f \in C^{\infty}(K)$ then

$$
f(1)=\sum_{\rho \in \operatorname{Irr} K} \operatorname{dim} \rho \cdot \operatorname{Tr}\left(\pi_{\rho}(f)\right)
$$

and this series is absolutely convergent.
Example 4.4. If $K=S^{1}$ then this formula says that for $f \in C^{\infty}\left(S^{1}\right)$

$$
f(1)=\sum_{n \in \mathbb{Z}} c_{n}(f),
$$

i.e., the Fourier series of $f$ absolutely converges at 1 . Note that for $f \in C\left(S^{1}\right)$ this is false in general ${ }^{10}$

[^4]Proof. Consider the integral operator $A$ of convolution with the function $f$ :

$$
(A \psi)(x)=(f * \psi)(x)=\int_{K} f\left(x y^{-1}\right) \psi(y) d y
$$

This operator is trace class, since it has smooth integral kernel $F(x, y)=$ $f\left(x y^{-1}\right)$, and

$$
\operatorname{Tr}(A)=\int_{K} F(x, x) d x=\int_{K} f(1) d x=f(1)
$$

On the other hand, $A$ is right-invariant, so it preserves the decomposition of $L^{2}(K)$ into the direct sum of $\rho \otimes \rho^{*}$ and acts on each such summand as $\pi_{\rho}(f) \otimes 1$. Thus we also have

$$
\operatorname{Tr}(A)=\sum_{\rho \in \operatorname{Irr} K} \operatorname{dim}(\rho) \cdot \operatorname{Tr}\left(\pi_{\rho}(f)\right),
$$

as desired.
4.2. Dirac sequences. If $G$ is a locally compact group then multiplication by $d g$ defines an inclusion $C_{c}(G) \hookrightarrow \operatorname{Meas}_{c}(G)$ of compactly supported continuous functions into compactly supported measures as a (non-unital) subalgebra. Moreover, if $G$ is a Lie group then we have a nested sequence of subalgebras $C_{c}^{k}(G), 0 \leq k \leq \infty$ (compactly supported $C^{k}$-functions). The following lemma shows that while these subalgebras are non-unital, they are "almost unital".

Lemma 4.5. There exists a sequence $\phi_{n} \in C_{c}(G)$ such that $\phi_{n} \rightarrow \delta_{1}$ in the weak topology as $n \rightarrow \infty$. Moreover, if $G$ is a Lie group, we can choose $\phi_{n} \in C_{c}^{\infty}(G)$.

Proof. (sketch) $\phi_{n}$ can be constructed as a sequence of "hat" functions supported on a decreasing sequence of balls $B_{1} \supset B_{2} \supset \ldots$ whose intersection is $1 \in G$. Such hat functions can be chosen smooth if $G$ is a Lie group.

Such sequences $\phi_{n}$ are called Dirac sequences.
Corollary 4.6. $C_{c}(G)$ is sequentially dense in $\operatorname{Meas}_{c}(G)$. For Lie groups, $C_{c}^{\infty}(G)$ is sequentially dense in $\operatorname{Meas}_{c}(G)$.

Proof. By translating a Dirac sequence, for any $g \in G$ we can construct a sequence $\psi_{n} \rightarrow \delta_{g}$. This implies that $\operatorname{Meas}_{c}^{0}(G)$ is contained in the sequential closure of $C_{c}(G)$ (and of $C_{c}^{\infty}(G)$ in the Lie case). So the result follows from Lemma 3.4.

### 4.3. Density of $K$-finite vectors.

Corollary 4.7. Let $V$ be a continuous representation of a compact group $K$. Then $V^{\text {fin }}$ is dense in $V$.

Proof. Let $v \in V$, and $\phi_{n} \rightarrow \delta_{1}$ a continuous Dirac sequence, which exists by Lemma 4.5. Then $\pi\left(\phi_{n}\right) v \rightarrow v$ as $n \rightarrow \infty$. But $\phi_{n} \in L^{2}(K)$, so by the Peter-Weyl theorem, there exists $\psi_{n} \in L^{2}(K)^{\mathrm{fin}}=\oplus_{\rho} \rho^{*} \otimes \rho$ such that

$$
\left\|\psi_{n}-\phi_{n}\right\|_{2}<\frac{1}{n} .
$$

Then $\psi_{n}-\phi_{n} \rightarrow 0$ in $L^{2}(K)$, hence in $\operatorname{Meas}_{c}(K)$. So by Corollary 3.8, $\pi\left(\psi_{n}-\phi_{n}\right) v \rightarrow 0$ as $n \rightarrow \infty$. It follows that $\pi\left(\psi_{n}\right) v \rightarrow v$ as $n \rightarrow \infty$. But $\pi\left(\psi_{n}\right) v \in V^{\text {fin }}$.
Corollary 4.8. $L^{2}(K)^{\mathrm{fin}} \subset C(K)$ is a dense subspace. Moreover, if $K$ is a Lie group then $L^{2}(K)^{\mathrm{fin}} \subset C^{k}(K)$ is a dense subspace for $0 \leq k \leq$ $\infty$.

Proof. The claimed inclusions follow since matrix coefficients of finite dimensional representations of $K$ are continuous, and moreover $C^{\infty}$ in the case of Lie groups. The density then follows from Corollary 4.7.

Corollary 4.9. If $V$ is an irreducible continuous representation of $K$ then $V$ is finite dimensional.

Proof. By Corollary 4.7, $V^{\text {fin }}$ is dense in $V$. Hence $V^{\text {fin }} \neq 0$. Let $\rho$ be a finite dimensional subrepresentation of $V^{\mathrm{fin}}$. Then $\rho$ is a closed invariant subspace of $V$. Hence $\rho=V$.
4.4. Smooth vectors. Let $G$ be a Lie group. As we have noted in Subsection 1.2, any continuous finite dimensional representation $\pi: G \rightarrow \operatorname{Aut}(V)$ is automatically smooth and thereby defines a representation $\pi_{*}: \mathfrak{g} \rightarrow \operatorname{End}(V)$ of the corresponding Lie algebra, which determines $\pi$ if $G$ is connected. Moreover, if $G$ is simply connected, this correspondence is an equivalence of categories. This immediately reduces the problem to pure algebra and is the main tool of studying finite dimensional representations of Lie groups.

We would like to have a similar theory for infinite dimensional representations. But in the infinite dimensional setting the above statements don't hold in the literal sense.

Example 4.10. Consider the action of $S^{1}$ on $L^{2}\left(S^{1}\right)$. Then the Lie algebra should act by $\frac{d}{d \theta}$. But this operator does not act on $L^{2}\left(S^{1}\right)$. The largest subspace of $L^{2}\left(S^{1}\right)$ preserved by this operator (acting on distributions on $S^{1}$ ) is $C^{\infty}\left(S^{1}\right)$.

This motivates the notion of a smooth vector in a continuous representation of a Lie group. To define this notion, for a manifold $X$ and a topological vector space $V$, denote by $C^{\infty}(X, V)$ the space of smooth maps $X \rightarrow V$ (where smooth maps are defined in the same way as in the case of finite dimensional $V$ ).

Definition 4.11. Let $(V, \pi)$ be a continuous representation of a Lie group $G$. A vector $v \in V$ is called smooth if the map $G \rightarrow V$ given by $g \mapsto \pi(g) v$ is smooth, i.e., belongs to $C^{\infty}(G, V)$. The space of smooth vectors is denoted by $V^{\infty}$.

It is clear that $V^{\infty} \subset V$ is a $G$-invariant subspace (although not a closed one).
Example 4.12. For the representation of a compact Lie group $K$ on $V=L^{2}(K)$, we have $V^{\infty}=C^{\infty}(K)$.
Proposition 4.13. Let $(V, \pi)$ be a continuous representation of a Lie group $G$ with $\mathfrak{g}=\operatorname{Lie}(G)$. Let $v \in V^{\infty}$. Then we have a linear map $\pi_{*, v}: \mathfrak{g} \rightarrow V^{\infty}$ given by

$$
\pi_{*, v}(b)=\left.\frac{d}{d t}\right|_{t=0} \pi\left(e^{t b}\right) v .
$$

This defines a Lie algebra homomorphism $\pi_{*}: \mathfrak{g} \rightarrow \operatorname{End}_{\mathbb{C}}\left(V^{\infty}\right)$ (algebra of all linear endomorphisms of $V^{\infty}$ ) given by $\pi_{*}(b) v:=\pi_{*, v}(b)$.

Exercise 4.14. Prove Proposition 4.13.
Proposition 4.15. (i) $V^{\infty}$ is dense in $V$.
(ii) $V^{\text {fin }} \subset V^{\infty}$.

Proof. (i) Let $\phi_{n} \rightarrow \delta_{1}$ be a smooth Dirac sequence. Then $\pi\left(\phi_{n}\right) v \rightarrow v$ as $n \rightarrow \infty$. But it is easy to see that $\pi\left(\phi_{n}\right) v \in V^{\infty}$.
(ii) This follows since matrix coefficients of finite dimensional representations are smooth.

## 5. Admissible representations and ( $\mathfrak{g}, K$ )-modules

5.1. Admissible representations. Now let $G$ be a Lie group and $K \subset G$ a compact subgroup. For a continuous representation $V$ of $G$, denote by $V^{K-\mathrm{fin}}$ the space $\left(\left.V\right|_{K}\right)^{\mathrm{fin}}$. In general $V^{K-\mathrm{fin}}$ is not contained in $V^{\infty}$; for example, if $K=1$ then $V^{K-\operatorname{fin}}=V$. However, this inclusion holds if $K$ is sufficiently large and $V$ is sufficiently small.

Definition 5.1. $V$ is said to be $K$-admissible (or of finite $K$-type) if for every finite dimensional irreducible representation $\rho$ of $K$, the space $\operatorname{Hom}_{K}(\rho, V)$ is finite dimensional.

Example 5.2. Let $G$ be a connected Lie group and $V=L^{2}(G / B)$ where $B$ is a closed subgroup of $G$ (half-densities on $G / B)$. Then $V$ is $K$-admissible iff $K$ acts transitively on $G / B$, i.e., $K B=G$. In this case setting $T=K \cap B$, we have $G / B=K / T$, so $V=L^{2}(K / T)$ and $\operatorname{Hom}_{K}(\rho, V) \cong\left(\rho^{T}\right)^{*} \cdot{ }^{11}$

Example 5.3. For $G=S L_{2}(\mathbb{C})$ and $K=S U(2)$, the unitary representation of $G$ on the space $V=L^{2}\left(\mathbb{C P}^{1}\right)$ of square-integrable halfdensities on $\mathbb{C P}^{1}$ is $K$-admissible. Indeed, taking $\rho_{n}$ to be the representation of $S U(2)$ with highest weight $n$, we have $\operatorname{dim} \operatorname{Hom}\left(\rho_{n}, V\right)=0$ for odd $n$ and 1 for even $n$.

More generally, for a real number $s$ we may consider the representation $V_{s}$ of square integrable $\frac{1}{2}+i s$-densities on $\mathbb{C P}^{1}$; this space is canonically defined since for a $\frac{1}{2}+i s$-density $f$, the complex conjugate $\bar{f}$ is a $\frac{1}{2}-i s$-density, so $|f|^{2}=f \bar{f}$ is a density and can be integrated canonically over $\mathbb{C P}^{1}$. This representation has the same $K$-multiplicities as $V=V_{0}$.

Similarly, for $G=S L_{2}(\mathbb{R}), K=S O(2)$, we have a unitary $K$ admissible representation $V=L^{2}\left(\mathbb{R P}^{1}\right)$ (half-densities) and more generally $V_{s}\left(\frac{1}{2}+i s\right.$-densities). For the $K$-multiplicities we have equalities $\operatorname{dim} \operatorname{Hom}\left(\chi_{n}, V_{s}\right)=1$ for odd $n$ and 0 for even $n$, where $\chi_{n}(\theta)=e^{i n \theta}$.

We will see that the representations $V_{s}$ in both cases are irreducible and $V_{s}, V_{t}$ are isomorphic iff $s= \pm t$. The family of representations $V_{s}$ is called the unitary spherical principal series.

[^5]Note that this family makes sense also when $s$ is a complex number which is not necessarily real. In this case $V_{s}$ is not necessarily unitary but still a continuous representation on square integrable $\frac{1}{2}+i s$ densities. The space of such densities is canonically defined as a topological vector space, although its Hilbert norm is not canonically defined unless $s$ is real (however, we will see that for some non-real $s$, corresponding to so-called complementary series, this representation is still unitary, even though the inner product is not given by the standard formula). The family $V_{s}$ with arbitrary complex $s$ is called the spherical principal series.

Explicitly, the action of $G$ on $V_{s}$ looks as follows (realizing elements of $V_{s}$ as functions on $\mathbb{R}$ or $\mathbb{C}$, removing the point at infinity):

$$
\left(\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)^{-1} f\right)(z)=f\left(\frac{a z+b}{c z+d}\right)|c z+d|^{-m(1+2 i s)},
$$

where $m=1$ in the real case and $m=2$ in the complex case.
Proposition 5.4. If $V$ is $K$-admissible then $V^{K-f i n} \subset V^{\infty}$, and it is $a \mathfrak{g}$-submodule (although not in general a $G$-submodule).

Proof. For a finite dimensional irreducible representation $\rho$ of $K$, let $V^{\rho}:=\operatorname{Hom}(\rho, V) \otimes \rho$ be the isotypic component of $\rho$.

We claim that for any continuous representation $V$ the space $V^{\infty} \cap V^{\rho}$ is dense in $V^{\rho}$. Indeed, let $\psi_{\rho} \in L^{2}(K)^{\text {fin }}$ be the character of $\rho$ given by

$$
\psi_{\rho}=\sum_{i} \psi_{\rho i i}
$$

Let $\xi_{\rho}$ be the pushforward of $\psi_{\rho} d x$ from $K$ to $G$ (a measure on $G$ supported on $K)$. Then $\pi\left(\xi_{\rho}\right)$ is the projector to $V^{\rho}$ annihilating $\overline{\oplus_{\eta \neq \rho} V^{\eta}}$. Let $\phi_{n} \rightarrow \delta_{1}$ be a smooth Dirac sequence on $G$. Then for $v \in V^{\rho}$,

$$
\pi\left(\xi_{\rho} * \phi_{n}\right) v=\pi\left(\xi_{\rho}\right) \pi\left(\phi_{n}\right) v \rightarrow \pi\left(\xi_{\rho}\right) v=v
$$

as $n \rightarrow \infty$. However, $\xi_{\rho} * \phi_{n}$ is smooth, so $\pi\left(\xi_{\rho} * \phi_{n}\right) v \in V^{\infty} \cap V^{\rho}$.
Thus if $V^{\rho}$ is finite dimensional (which happens for $K$-admissible $V$ ) then $V^{\infty} \cap V^{\rho}=V^{\rho}$, so $V^{\rho} \subset V^{\infty}$. Hence $V^{K-\mathrm{fin}} \subset V^{\infty}$.

Finally, it is clear that for $b \in \mathfrak{g}$ and $v \in V^{\rho}$, the vector $b v$ generates a $K$-submodule of a multiple of $\mathfrak{g} \otimes \rho$, so $b v \in V^{K-f i n}$. It follows that $V^{K-f i n}$ is a $\mathfrak{g}$-submodule.

Example 5.5. If $G=S L_{2}(\mathbb{R}), K=S O(2), V=V_{s}=L^{2}\left(S^{1}\right)$ is a spherical principal series representation, then $V^{K-f i n}$ is the space of trigonomertric polynomials. Note that this space is not invariant under
the action of $G$. However, the Lie algebra $\mathfrak{g}=\mathfrak{s l}_{2}(\mathbb{R})$ does act on this space.
Exercise 5.6. Compute this Lie algebra action in the basis $v_{n}=e^{i n \theta}$ and write it as first order differential operators in the angle $\theta$. (Pick generators $e, h, f$ in $\mathfrak{g}_{\mathbb{C}}$ so that $h$ acts diagonally in the basis $\left.v_{i}\right)$.
5.2. ( $\mathfrak{g}, K$ )-modules. This motivates the following definition. Let $K$ be a compact connected Lie group and $\mathfrak{k}=$ Lie $K$. Let $\mathfrak{g}$ be a finite dimensional real Lie algebra containing $\mathfrak{k}$, and suppose the adjoint action of $\mathfrak{k}$ on $\mathfrak{g}$ integrates to an action of $K$. In this case we say that ( $\mathfrak{g}, K$ ) is a Harish-Chandra pair.

Definition 5.7. Let $(\mathfrak{g}, K)$ be a Harish-Chandra pair.
(i) A $(\mathfrak{g}, K)$-module is a vector space $M$ with actions of $K$ and $\mathfrak{g}$ such that

- $M$ is a direct sum of finite dimensional continuous $K$-modules;
- the two actions of $\mathfrak{k}$ on $M$ (coming from the actions of $\mathfrak{g}$ and $K$ ) coincide.
(ii) Such a module is said to be admissible if for every $\rho \in \operatorname{Irr} K$ we have $\operatorname{dim} \operatorname{Hom}_{K}(\rho, M)<\infty$.
(iii) An admissible ( $\mathfrak{g}, K$ )-module which is finitely generated over $U(\mathfrak{g})$ is called a Harish-Chandra module.

Exercise 5.8. (i) Show that if $M$ is a ( $\mathfrak{g}, K$ )-module then for every $g \in K, a \in \mathfrak{g}, v \in M$ we have

$$
g a v=\operatorname{Ad}(g)(a) g v,
$$

where Ad denotes the $K$-action on $\mathfrak{g}$.
In fact, a ( $\mathfrak{g}, K$ )-module is a purely algebraic object, since finitedimensional $K$-modules can be described as algebraic representations of the complex reductive group $K_{\mathbb{C}}$. Moreover, we can represent them even more algebraically in terms of the action of $\mathfrak{k}$. Namely, let us say that a finite dimensional representation of $\mathfrak{k}$ is integrable to $K$ if it corresponds to a representation of $K$ (note that this is automatic if $K$ is simply connected). Then ( $\mathfrak{g}, K$ )-modules are simply $\mathfrak{g}$-modules which are locally integrable to $K$ when restricted to $\mathfrak{k}$ (i.e., sum of integrable modules). So if $K$ is simply connected (in which case $\mathfrak{k}$ is semisimple) then a ( $\mathfrak{g}, K$ )-module is the same thing as a $\mathfrak{g}$-module which is locally finite when restricted to $\mathfrak{k}$ (i.e., sum of finite dimensional modules).

Thus ( $\mathfrak{g}, K$ )-modules form an abelian category closed under extensions (and this category can be defined over any algebraically closed field of characteristic zero). The same applies to admissible ( $\mathfrak{g}, K$ )modules and to Harish-Chandra modules (the latter is closed under
taking kernels of morphisms because the algebra $U(\mathfrak{g})$ is Noetherian, as so is its associated graded $S \mathfrak{g}$ by the Hilbert basis theorem).

Example 5.9. Let $G$ be a connected complex semisimple Lie group. Then its maximal compact subgroup is the compact form $K=G_{c}$. Thus a $(\mathfrak{g}, K)$-module is a $\mathfrak{g}$-module $M$ which is locally finite for $\mathfrak{g}_{c} \subset \mathfrak{g}$, where $\mathfrak{g}_{c}=\operatorname{Lie} G_{c}$. Note that the action of $\mathfrak{g}$ here is only real linear. Thus we may pass to complexifications: $\left(\mathfrak{g}_{c}\right)_{\mathbb{C}}=\mathfrak{g}, \mathfrak{g}_{\mathbb{C}}=\mathfrak{g} \oplus \mathfrak{g}$, and $\mathfrak{g}$ sits inside $\mathfrak{g} \oplus \mathfrak{g}$ as the diagonal. Thus a ( $\mathfrak{g}, K$ )-module is simply a $\mathfrak{g} \oplus \mathfrak{g}$-module which is locally finite for the diagonal copy of $\mathfrak{g}$. This is the same as a $\mathfrak{g}$-bimodul ${ }^{12}$ with locally finite adjoint action

$$
\operatorname{ad}(b) m:=[b, m]=b m-m b .
$$

For example, if $I$ is any two-sided ideal in $U(\mathfrak{g})$ then $U(\mathfrak{g}) / I$ is a $(\mathfrak{g}, K)$ module.

Thus we obtain the following proposition.
Proposition 5.10. If $V$ is a $K$-admissible continuous representation of $G$ then $V^{K-\operatorname{fin}}$ is an admissible $(\mathfrak{g}, K)$-module.

Exercise 5.11. Show that for any continuous representation $V$ of $G$, the intersection $V^{\infty} \cap V^{K-f i n}$ is a $(\mathfrak{g}, K)$-module (not necessarily admissible).
Exercise 5.12. Show that if $V$ is an admissible representation of $G$ and $L$ a finite dimensional (continuous) representation of $G$ then $V \otimes L$ is also admissible. Prove the same statement for $(\mathfrak{g}, K)$-modules.
5.3. Harish-Chandra's admissibility theorem. We will now restrict our attention to semisimple Lie groups $G$. By this we will mean a connected linear real Lie group $G$ with semisimple Lie algebra $\mathfrak{g}$. "Linear" means that it has a faithful finite dimensional representation, i.e., is isomorphic to a closed subgroup of $G L_{n}(\mathbb{C})$. In other words, $G$ is the connected component of the identity in $\mathbf{G}(\mathbb{R})$, where $\mathbf{G}$ is a semisimple algebraic group defined over $\mathbb{R}$. Typical examples of such groups include $S L_{n}(\mathbb{R})$ and $S L_{n}(\mathbb{C})$ (in the latter case $\mathbf{G}=S L_{n} \times S L_{n}$ and the real structure defined by the involution permuting the two factors).

A fundamental result about the structure of semisimple Lie groups is

Theorem 5.13. (E. Cartan) Every semisimple Lie group G has a maximal compact subgroup $K \subset G$ which is unique up to conjugation.

[^6]Example 5.14. For $G=S L_{n}(\mathbb{R})$ we have $K=S O(n)$ and for $G=$ $S L_{n}(\mathbb{C})$ we have $G=S U(n)$.

We will say that a continuous representation $V$ of $G$ is admissible if it is $K$-admissible with respect to a maximal compact subgroup $K \subset G$ (does not matter which since they are all conjugate).

Theorem 5.15. (Harish-Chandra's admissibility theorem) Every irreducible unitary representation of a semisimple Lie group is admissible.

We will not give a proof.
Remark 5.16. 1. This theorem extends straightforwardly to the more general case of real reductive Lie groups.
2. Let $G=\widehat{S L_{2}(\mathbb{R})}$ be the universal covering of $S L_{2}(\mathbb{R})$. Then $G$ is not linear (why?) and so it is not viewed as a semisimple Lie group according to our definition. In fact, Harish-Chandra's theorem does not hold for this group, since it has no nontrivial compact subgroups. This happens because when we take the universal cover, the maximal compact subgroup $S O(2)=S^{1}$ gets replaced by the noncompact group $\mathbb{R}$.

Exercise 5.17. Let $M$ be an admissible ( $\mathfrak{g}, K$ )-module and

$$
M^{\vee}:=\oplus_{V \in \operatorname{Irr} K}(\operatorname{Hom}(V, M) \otimes V)^{*} \subset M^{*}
$$

be the restricted dual to $M$. Show that $M^{\vee}$ has a natural structure of an admissible $(\mathfrak{g}, K)$-module, and $\left(M^{\vee}\right)^{\vee} \cong M$.

## 6. Weakly analytic vectors

6.1. Weakly analytic vectors and Harish-Chandra's analyticity. Let $G$ be a Lie group and $V$ a continuous representation of $G$.

Definition 6.1. A vector $v \in V$ is called weakly analytic if for each $h \in V^{*}$ the matrix coefficient $h(g v)$ is a real analytic function of $g$.

Example 6.2. Let $V=L^{2}\left(S^{1}\right)$ and $G=S^{1}$ act by rotations. So if $v(x)=\sum_{n \in \mathbb{Z}} v_{n} e^{i n x}$ and $h(x)=\sum_{n \in \mathbb{Z}} h_{n} e^{-i n x}$ then for $g=e^{i \theta}$ we have

$$
h(g(\theta) v)=\sum_{n \in \mathbb{Z}} h_{n} v_{n} e^{i n \theta}
$$

Thus $v$ is a weakly analytic vector iff the sequence $h_{n} v_{n}$ decays exponentially for any $\ell_{2}$-sequence $\left\{h_{n}\right\}$, which is equivalent to saying that $v_{n}$ decays exponentially, i.e., $v(\theta)$ is analytic.

Theorem 6.3. (Harish-Chandra's analyticity theorem) If $V$ is an admissible representation of a semisimple Lie group $G$ with maximal compact subgroup $K$ then every $v \in V^{K-f i n}$ is a weakly analytic vector.

Theorem 6.3 is proved in the next two subsections.
6.2. Elliptic regularity. The proof of Theorem 6.3 is based on the analytic elliptic regularity theorem, which is a fundamental result in analysis (see Ca ). To state it, let $X$ be a smooth manifold, and $D(X)$ the algebra of (real) differential operators on $X$. This algebra has a filtration by order: $D_{0}(X)=C^{\infty}(X) \subset D_{1}(X) \subset \ldots$, such that
$D_{n}(X)=\left\{D \in \operatorname{End}_{\mathbb{C}} C^{\infty}(X):[D, f] \in D_{n-1}(X) \forall f \in C^{\infty}(X)\right\}, n \geq 1$,
and $\operatorname{gr} D(X)=\oplus_{n \geq 0} \Gamma\left(X, S^{n} T X\right)$, where $\Gamma$ takes sections of the vector bundle. Thus for every differential operator $D$ on $X$ of order $n$ we have its symbol $\sigma(D) \in \operatorname{gr}_{n} D(X)=\Gamma\left(X, S^{n} T X\right)$. For every $x \in X, \sigma(D)_{x}$ is thus a homogeneous polynomial of degree $n$ on $T_{x}^{*} X$.

Definition 6.4. We say that $D$ is elliptic at $x$ if $\sigma(D)_{x}(p) \neq 0$ for nonzero $p \in T_{x}^{*} X$. We say that $D$ is elliptic (on $X$ ) if it is elliptic at all points $x \in X$.

Example 6.5. 1. If $\operatorname{dim} X=1$ then any differential operator with nonvanishing symbol is elliptic.
2. Fix a Riemannian metric on $X$ and let $\Delta$ be the corresponding Laplace operator, $\Delta f=\operatorname{div}(\operatorname{grad} f)$. Then $\Delta$ is elliptic.
3. If $D$ is elliptic then for any nonzero polynomial $P \in \mathbb{R}[t]$ the operator $P(D)$ is elliptic.

Note that ellipticity is an open condition, since it is equivalent to non-vanishing of $\sigma(D)_{x}$ on the unit sphere in $T_{x}^{*} X$ (under some inner product). Thus the set of $x \in X$ on which a given operator $D$ is elliptic is open in $X$.

Theorem 6.6. (Elliptic regularity) Suppose $D$ is an elliptic operator with real analytic coefficients on an open set $U \subset \mathbb{R}^{N}$, and $f(x)$ is a smooth solution of the PDE

$$
D f=0
$$

on $U$. Then $f$ is real analytic on $U$.
Corollary 6.7. Let $X$ be a real analytic manifold and $D$ an elliptic operator on $X$ with analytic coefficients. Then every smooth solution of the equation $D f=0$ on $X$ is actually real analytic.

Remark 6.8. 1. This is, in fact, true much more generally, when $f$ is a weak (i.e., distributional) solution of the equation $D f=0$. Also the equation $D f=0$ can be replaced by a more general inhomogeneous equation $D f=g$, where $g$ is analytic.
2. If $D$ is not elliptic, there is an obvious counterexample: the equation $\frac{\partial^{2} f}{\partial x \partial y}=0$ on $\mathbb{R}^{2}$ has smooth non-analytic solutions of the form $f(x)+g(y), f, g \in C^{\infty}(\mathbb{R})$.

Example 6.9. 1. For $N=1$ this theorem just says that a solution of an ODE

$$
f^{(n)}(x)+a_{1}(x) f^{(n-1)}(x)+\ldots .+a_{n}(x) f(x)=0
$$

with real analytic coefficients is itself real analytic, a classical fact about ODE.
2. Let $N=2$ and $D=\Delta$ be the Laplace operator on $U \subset \mathbb{R}^{2}$ with respect to some Riemannian metric with real analytic coefficients. This metric defines a conformal structure with real analytic local complex coordinate $z$. Then every harmonic function $f$ (i.e., one satisfying $\Delta f=0$ ) is a real part of a holomorphic function of $z$, hence is real analytic, which proves elliptic regularity in this special case.
3. Suppose $f, g$ are Schwartz functions on $\mathbb{R}^{n}$ and $D=Q(\partial)$ is an elliptic operator with constant coefficients, where $Q$ is a real polynomial (so the leading term of $Q$ is nonvanishing for nonzero vectors). Then elliptic regularity says that if $g$ is analytic, so is $f$. This can be easily proved using Fourier transform. Indeed, for Fourier transforms we get $Q(p) \widehat{f}(p)=\widehat{g}(p)$. Thus $\widehat{g}(p)=\frac{\widehat{f}(p)}{Q(p)}$, so this must be a smooth function. Note that $|Q(p)| \rightarrow \infty$ as $p \rightarrow \infty$ because $Q$ has non-vanishing leading
term. So, since $g$ is analytic, $\widehat{g}$ decays exponentially at infinity, hence so does $\widehat{f}$. Thus $f$ is analytic.
6.3. Proof of Harish-Chandra's analyticity Theorem. We are now ready to prove Theorem 6.3. Let $\mathfrak{g}=\operatorname{Lie} G$ and $b \in U(\mathfrak{g})$. Then we have a linear operator $\pi_{*}(b): V^{\infty} \rightarrow V^{\infty}$, which we will write just as $b$ for short. Moreover, if $b \in U(\mathfrak{g})^{K}$ then it preserves the subspace $V^{\rho} \subset V^{\infty}$ for each irreducible representation $\rho$ of $K$. Therefore, since all $V^{\rho}$ are finite dimensional, for any $v \in V^{K-f i n}$ there exists a nonzero polynomial $P \in \mathbb{R}[t]$ such that $P(b) v=0$ (e.g., we can take $P$ to be the product of the characteristic polynomial of $b$ on $K v$ by its complex conjugate).

Now recall that $U(\mathfrak{g})$ can be thought of as the algebra of left-invariant real differential operators on $G$. Let $\psi_{h, v}(g):=h(g v)$ be the matrix coefficient function. We know that this function is smooth, and we have

$$
\left(P(b) \psi_{h, v}\right)(g)=h(g P(b) v)=0 .
$$

Thus if $b$ is an elliptic differential operator on $G$, it will follow from Corollary 6.7 that $\psi_{h, v}$ is real analytic, as desired.

It remains to find $b \in U(\mathfrak{g})^{K}$ which defines an elliptic operator on $G$. For this purpose fix a left-invariant Riemannian metric on $G$, and make it $K$-invariant (under right, or, equivalently, adjoint action) by averaging over $K$. Then the Laplace operator $\Delta$ corresponding to this metric is elliptic and given by some element $\Delta \in U(\mathfrak{g})^{K}$, so we may take $b=\Delta$. This proves Theorem 6.3.

Remark 6.10. If $G$ is simple, there exists a unique up to scaling two-sided invariant metric on $G$. This metric, however, is pseudoRiemannian rather than Riemannian if $G$ is not compact. Thus the corresponding Laplace operator is hyperbolic rather than elliptic, so not suitable for our purposes.

### 6.4. Applications of weakly analytic vectors.

Corollary 6.11. The action of $G$ on $V$ is completely determined by the corresponding $(\mathfrak{g}, K)$-module $V^{K-f i n}$.
Proof. Since $V^{K-f i n}$ is dense in $V$, it suffices to specify $g v$ for $v \in$ $V^{K-\mathrm{fin}}$. For this it suffices to specify $h(g v)$ for all $h \in V^{*}$. By Theorem 6.3 and the analytic continuation principle, this is determined by the derivatives of all orders of $h(g v)$ at $g=1$. But these have the form $h(b v)$ where $b \in U(\mathfrak{g})$, so are determined by $b v$.
Corollary 6.12. Let $W \subset V^{K-f i n}$ be a sub-( $\left.\mathfrak{g}, K\right)$-module. Then the closure $\bar{W} \subset V$ is $G$-invariant.

Proof. Let $w \in W, g \in G$. It suffices to show that $g w \in \bar{W}$. If not, then the space $W^{\prime}:=\bar{W} \oplus \mathbb{C} g w$ is a closed subspace of $V$ containing $\bar{W}$ as a subspace of codimension 1 . So there exists a unique continuous linear functional $h: W^{\prime} \rightarrow \mathbb{C}$ such that $h(g w)=1$ and $\left.h\right|_{\bar{W}}=0$. By the Hahn-Banach theorem, $h$ can be extended to an element of $V^{*}$. Thus to get a contradiction, it is enough to show that for every $h \in V^{*}$ that vanishes on $\bar{W}$, we have $h(g w)=0$. But by Theorem 6.3, this function is analytic in $g$. So it suffices to check that its derivatives at $g=1$ vanish. But these derivatives are of the form $h(b w)$ for $b \in U(\mathfrak{g})$, so vanish since $b w \in W$.

Corollary 6.13. Let $V$ be an admissible representation of $G$. There is a bijection between subrepresentations of $V$ and $(\mathfrak{g}, K)$-submodules of $V^{K-\mathrm{fin}}$, given by $\alpha: U \subset V \mapsto U^{K-\mathrm{fin}}$. The inverse is given by $\beta: W \mapsto \bar{W}$.

Proof. Since $U^{K-\text { fin }}$ is dense in $U$, we have $\beta \circ \alpha=\mathrm{Id}$. To show that $\alpha \circ \beta=\mathrm{Id}$, we need to show that $\bar{W}^{K-\mathrm{fin}}=W$. Clearly $\bar{W}^{K-\mathrm{fin}}$ contains $W$, so we just need to prove the opposite inclusion. Let $w \in \bar{W}^{\rho}$, then we have a sequence $w_{n} \rightarrow w, w_{n} \in W$. Now apply the projector $\xi_{\rho}$ :

$$
w_{n}^{\prime}:=\pi\left(\xi_{\rho}\right) w_{n} \rightarrow \pi\left(\xi_{\rho}\right) w=w, n \rightarrow \infty,
$$

and $w_{n}^{\prime} \in W^{\rho}$. Thus $w \in \overline{W^{\rho}}=W^{\rho}$, since $W^{\rho}$ is finite dimensional. Hence $\bar{W}^{K-\mathrm{fin}}=W$.

Corollary 6.14. If $V$ is irreducible then $V^{K-f i n}$ is an irreducible $(\mathfrak{g}, K)$ module, and vice versa.

Corollary 6.15. If $V$ is of finite length then $V^{K-f i n}$ is a HarishChandra module.

Proof. By Corollary 6.13, $V^{K-\mathrm{fin}}$ is a finite length ( $\mathfrak{g}, K$ )-module. But any finite length $(\mathfrak{g}, K)$-module is finitely generated over $U(\mathfrak{g})$, hence a Harish-Chandra module.

Let $\operatorname{Rep} G$ denote the category of admissible representations of $G$ of finite length, and $\mathcal{H C}_{G}$ the category of Harish-Chandra modules for $G$. Thus we obtain

Theorem 6.16. The assignment $V \mapsto V^{K-f i n}$ defines an exact, faithful functor $\operatorname{Rep} G \rightarrow \mathcal{H C}_{G}$, which maps irreducibles to irreducibles.

## 7. Infinitesimal equivalence and globalization

7.1. Infinitesimal equivalence. The functor of Theorem 6.16 is not full, however, since there exist pairs of non-isomorphic $V, W \in \operatorname{Rep} G$ such that $V^{K-\mathrm{fin}} \cong W^{K-\mathrm{fin}}$ as Harish-Chandra modules. Representations $V, W \in \operatorname{Rep} G$ such that $V^{K-\mathrm{fin}} \cong W^{K-\mathrm{fin}}$ as Harish-Chadra modules are called infinitesimally equivalent. In other words, infinitesimally equivalent representations with the same underlying HarishChandra module $M$ differ by what topology we put on $M$ (namely, the corresponding representation $\widehat{M}$ is the completion of $M$ is this topology). An example of infinitesimally equivalent but non-isomorphic representations are $L^{2}\left(\mathbb{R P}^{1}\right)$ and $C^{\infty}\left(\mathbb{R}^{1}\right)$ as representations of $G=$ $S L_{2}(\mathbb{R})$ (with $G$-action on half-densities).

However, we have the following proposition.
Proposition 7.1. Let $V, W$ be two unitary representations in $\operatorname{Rep} G$. If $V^{K-\mathrm{fin}} \cong W^{K-\mathrm{fin}}$ as Harish-Chandra modules, then $V \cong W$ as unitary representations. In other words, infinitesimally equivalent unitary representations in $\operatorname{Rep} G$ are isomorphic.

Proof. Clearly, it suffices to assume that $V, W$ are irreducible. If $V$ is unitary irreducible then $V^{K-\mathrm{fin}}$ has an invariant positive Hermitian inner product $B=B_{V}$ restricted from $V$. Moreover, $B$ is the unique invariant Hermitian inner product on $V^{K-f i n}$ up to scaling ${ }^{13}$ Indeed, if $B^{\prime}$ is another then pick a nonzero $v \in V^{K-f i n}$ and let $\lambda:=\frac{B^{\prime}(v, v)}{B(v, v)}$. Then $B^{\prime}-\lambda B$ has a nonzero kernel, which is a $(\mathfrak{g}, K)$-submodule of $V^{K-f i n}$. This kernel therefore must be the whole $V^{K-\mathrm{fin}}$, so $B^{\prime}=\lambda B$.

Thus if $A: V^{K-\mathrm{fin}} \rightarrow W^{K-\mathrm{fin}}$ is an isomorphism then it is an isometry with respect to $B_{V}, B_{W}$ under suitable normalization of these forms. Then $A$ extends by continuity to a unitary isomorphism $V \rightarrow W$ which commutes with $K$.

It remains to show that $A$ commutes with $G$. For $v \in V, w \in W$, consider the function
$f_{w, v}(g):=B_{W}((g A-A g) v, w)=B_{W}(g A v, w)-B_{V}\left(g v, A^{-1} w\right), g \in G$.
Our job is to show that $f_{w, v}(g)=0$. It suffices to check this when $v \in V^{K-\mathrm{fin}}$, as it is dense in $V$. In this case by Harish-Chandra's analyticity theorem, the function $f_{w, v}(g)$ is analytic on $G$. Also all its derivatives at 1 vanish since $b A-A b=0$ for any $b \in U(\mathfrak{g})$. This implies that $f_{w, v}$ is indeed zero, as desired.

[^7]7.2. Dixmier's lemma and infinitesimal character. The following is an infinite dimensional analog of Schur's lemma.

Lemma 7.2. (Dixmier) Let $A$ be a countably dimensional $\mathbb{C}$-algebra and $M$ a simple $A$-module. Then $\operatorname{End}_{A}(M)=\mathbb{C}$. In particular, the center $Z$ of $A$ acts on $M$ by a character $\chi: Z \rightarrow \mathbb{C}$.

Note that the condition of countable dimension cannot be dropped. Without it, a counterexample is $A=M=\mathbb{C}(x)$ (the field of rational functions in one variable), then $\operatorname{End}_{A}(M)=\mathbb{C}(x)$.

Proof. Let $D:=\operatorname{End}_{A}(M)$. By the usual Schur lemma, $D$ is a division algebra. Assume the contrary, that $D \neq \mathbb{C}$. Then for any $x \in D \backslash \mathbb{C}, D$ contains the field $\mathbb{C}(x)$ of rational functions of $x$ (as $\mathbb{C}$ has no finite field extensions). But $\mathbb{C}(x)$ has uncountable dimension (contains linearly independent elements $\frac{1}{x-a}, a \in \mathbb{C}$ ), hence so does $D$. On the other hand, let $v \in M$ be a nonzero vector, then $M=A v$ and the map $D \rightarrow M$ given by $T \mapsto T v$ is injective. Thus $M$ is countably dimensional, hence so is $D$, contradiction.

Now let $\mathfrak{g}$ be a countably dimensional complex Lie algebra and $M$ a simple $\mathfrak{g}$-module. By Dixmier's lemma, the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$ acts on $M$ by a character, $\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}$. This character is called the central character of $M$.

In particular, for semisimple groups we obtain
Corollary 7.3. (Schur's lemma for ( $\mathfrak{g}, K$ )-modules) Any endomorphism of an irreducible $(\mathfrak{g}, K)$-module $M$ is a scalar. Thus the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$ acts on $M$ by a central character $\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}$.

The character $\chi$ is often also called the infinitesimal character of $M$.

Exercise 7.4. Show that the action of $Z(\mathfrak{g})$ on every admissible $(\mathfrak{g}, K)$ module $M$ is locally finite.

### 7.3. Harish-Chandra's globalization theorem.

Theorem 7.5. (Harish-Chandra's globalization theorem) Every unitary irreducible Harish-Chandra module $M$ for $G$ uniquely integrates (=globalizes) to an irreducible admissible unitary representation of $G$.

Proof. As before, fix a positive definite $K$-invariant inner product on $\mathfrak{g}$, and consider the element $C_{\mathfrak{g}}^{+}:=\sum_{j=1}^{\operatorname{dim} \mathfrak{g}} a_{j}^{2} \in U(\mathfrak{g})$, where $a_{j}$ is an orthonormal basis of $\mathfrak{g}$ under this inner product. If $C_{\mathfrak{g}}$ is the (suitably normalized) quadratic Casimir of $\mathfrak{g}$, then $C_{\mathfrak{g}}^{+}=C_{\mathfrak{g}}+2 C_{\mathfrak{k}}$, where $C_{\mathfrak{k}}$ is the Casimir of $\mathfrak{k}:=$ Lie $K$ corresponding to the restriction of the inner
product to $\mathfrak{k}$. If $L_{\nu}$ is the highest weight irreducible representation with highest weight $\nu$ then $-\left.C_{\mathfrak{k}}\right|_{L_{\nu}}=\left|\nu+\rho_{K}\right|^{2}-\left|\rho_{K}\right|^{2}$, where $\rho_{K}$ is the half-sum of positive roots of $K$. Also $\left.C_{\mathfrak{g}}\right|_{M}=C_{M}$ is a scalar. Thus if $M^{\nu}:=M^{L_{\nu}}$ then

$$
-\left.C_{\mathfrak{g}}^{+}\right|_{M^{\nu}}=2\left|\nu+\rho_{K}\right|^{2}-2\left|\rho_{K}\right|^{2}-C_{M}=: q(\nu)
$$

Note that for $v \in M^{\nu}$ we have

$$
\sum_{j=1}^{\operatorname{dim} \mathfrak{g}}\left\|a_{j} v\right\|^{2}=-\left(\sum_{j=0}^{\operatorname{dim} \mathfrak{g}} a_{j}^{2} v, v\right)=-\left(C_{\mathfrak{g}}^{+} v, v\right)=q(\nu)\|v\|^{2} ;
$$

in particular, $q(\nu) \geq 0$ and $q(\nu) \sim 2|\nu|^{2}$ for large $\nu$. It follows that for any $a \in \mathfrak{g}, v \in M^{\nu}$,

$$
\|a v\|^{2} \leq q(\nu)\|a\|^{2}\|v\|^{2}
$$

Now, for $a \in M^{\nu_{0}}$ all components of $a^{n} v$ belong to $M^{\nu}$, where $\nu=$ $\nu_{0}+\beta_{1}+\ldots+\beta_{n}$ and $\beta_{j}$ are weights of $\mathfrak{g}$ as a $K$-module. So there exist $R, c=c\left(\nu_{0}\right)>0$ such that

$$
\left\|a^{n} v\right\| \leq(R n+c)\|a\|\left\|a^{n-1} v\right\|, n \geq 1
$$

Thus

$$
\left\|a^{n} v\right\| \leq(R+c) \ldots(R n+c)\|a\|^{n}\|v\| .
$$

So the series

$$
e^{a} v:=\sum_{n \geq 0} \frac{a^{n} v}{n!}
$$

converges absolutely in the Hilbert space $\widehat{M}$ in the region $\|a\|<R^{-1}$, and convergence is uniform on compact sets with all derivatives, and defines an analytic function of $a$. Moreover, it is easy to check that $\left\|e^{a} v\right\|=\|v\|$ (since $a$ is skew-symmetric under the inner product of $M)$. Thus the operator $e^{a}: M \rightarrow \widehat{M}$ extends to a unitary operator on $\widehat{M}$. The formal Campbell-Hausdorff formula then implies that this defines a continuous unitary action $\pi$ of a neighborhood $U$ of 0 in $G$ on $\widehat{M}$ such that $\pi(x y)=\pi(x) \pi(y)$ if $x, y, x y \in U$. But is well known that such an action uniquely extends to a continuous unitary action of $G$ on $\widehat{M}$.

Thus, using Harish-Chandra's admissibility theorem, we obtain
Corollary 7.6. For a semisimple Lie group $G$, the assignment $V \mapsto$ $V^{K-\mathrm{fin}}$ is an equivalence of categories between unitary representations of $G$ of finite length and unitary Harish-Chandra modules of finite length (i.e., Harish-Chandra modules which admit an invariant positive Hermitian inner product).

However, while irreducible Harish-Chandra modules for any $G$ have been classified, determining which of them are unitary is a very difficult problem which is not yet fully solved.

## 8. Highest weight modules and Verma modules

8.1. $\mathfrak{g}$-modules with a weight decomposition. Let us recall basic results on highest weight modules and Verma modules for a complex semisimple Lie algebra $\mathfrak{g}$.

Let $\mathfrak{g}=\mathfrak{n}_{-} \oplus \mathfrak{h} \oplus \mathfrak{n}_{+}$be a triangular decomposition and $\lambda \in \mathfrak{h}^{*}$ be a weight. We have $\mathfrak{n}_{ \pm}=\oplus_{\alpha \in R_{ \pm}} \mathfrak{g}_{\alpha}$, where $R_{ \pm}$are the sets of positive and negative roots. Let $Q \subset \mathfrak{h}^{*}$ be the root lattice of $\mathfrak{g}$ spanned by its roots. Let $e_{i}, f_{i}, h_{i}, i=1, \ldots, r$ be the Chevalley generators of $\mathfrak{g}$. Let $P \subset \mathfrak{h}^{*}$ be the weight lattice, consisting of $\lambda \in \mathfrak{h}^{*}$ with $\lambda\left(h_{i}\right) \in \mathbb{Z}$ for all $i$ and $P_{+} \subset P$ be the set of dominant integral weights, defined by the condition $\lambda\left(h_{i}\right) \in \mathbb{Z}_{\geq 0}$ for all $i$. Finally, let $Q_{+} \subset Q$ be the set of sums of positive roots.

Definition 8.1. Let $V$ a representation of $\mathfrak{g}$ (possibly infinite dimensional). Then a vector $v \in V$ is said to have weight $\lambda$ if $h v=\lambda(h) v$ for all $h \in \mathfrak{h}$. The subspace of such vectors is denoted by $V[\lambda]$. If $V[\lambda] \neq 0$, we say that $\lambda$ is a weight of $V$, and the set of weights of $V$ is denoted by $P(V)$.

It is easy to see that $\mathfrak{g}_{\alpha} V[\lambda] \subset V[\lambda+\alpha]$.
Let $V^{\prime} \subset V$ be the span of all weight vectors in $V$. Then it is clear that $V^{\prime}=\oplus_{\lambda \in \mathfrak{h}^{*}} V[\lambda]$.
Definition 8.2. We say that $V$ has a weight decomposition (with respect to a Cartan subalgebra $\mathfrak{h} \subset \mathfrak{g}$ ), or is $\mathfrak{h}$-semisimple if $V^{\prime}=V$, i.e., if $V=\oplus_{\lambda \in \mathfrak{h}^{*}} V[\lambda]$.

Note that not every representation of $\mathfrak{g}$ has a weight decomposition (e.g., for $V=U(\mathfrak{g})$ with $\mathfrak{g}$ acting by left multiplication all weight subspaces are zero).

Definition 8.3. A vector $v$ in $V[\lambda]$ is called a singular (or highest weight) vector of weight $\lambda$ if $e_{i} v=0$ for all $i$, i.e., if $\mathfrak{n}_{+} v=0$. A representation $V$ of $\mathfrak{g}$ is a highest weight representation with highest weight $\lambda$ if it is generated by such a nonzero vector.
8.2. Verma modules. The Verma module $M_{\lambda}$ is defined as "the largest highest weight module with highest weight $\lambda$ ". Namely, it is generated by a single highest weight vector $v_{\lambda}$ with defining relations $h v=\lambda(h) v$ for $h \in \mathfrak{h}$ and $e_{i} v=0$. More formally, we make the following definition.

Definition 8.4. Let $I_{\lambda} \in U(\mathfrak{g})$ be the left ideal generated by the elements $h-\lambda(h), h \in \mathfrak{h}$ and $e_{i}, i=1, \ldots, r$. Then the Verma module $M_{\lambda}$ is the quotient $U(\mathfrak{g}) / I_{\lambda}$.

In this realization, the highest weight vector $v_{\lambda}$ is just the class of the unit 1 of $U(\mathfrak{g})$.
Proposition 8.5. The map $\phi: U\left(\mathfrak{n}_{-}\right) \rightarrow M_{\lambda}$ given by $\phi(x)=x v_{\lambda}$ is an isomorphism of left $U\left(\mathfrak{n}_{-}\right)$-modules.
Proof. By the PBW theorem, the multiplication map

$$
\xi: U\left(\mathfrak{n}_{-}\right) \otimes U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right) \rightarrow U(\mathfrak{g})
$$

is a linear isomorphism. It is easy to see that $\xi^{-1}\left(I_{\lambda}\right)=U\left(\mathfrak{n}_{-}\right) \otimes K_{\lambda}$, where

$$
K_{\lambda}:=\sum_{i} U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right)\left(h_{i}-\lambda\left(h_{i}\right)\right)+\sum_{i} U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right) e_{i}
$$

is the kernel of the homomorphism $\chi_{\lambda}: U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right) \rightarrow \mathbb{C}$ given by $\chi_{\lambda}(h)=\lambda(h), h \in \mathfrak{h}, \chi_{\lambda}\left(e_{i}\right)=0$. Thus, we have a natural isomorphism of left $U\left(\mathfrak{n}_{-}\right)$-modules

$$
U\left(\mathfrak{n}_{-}\right)=U\left(\mathfrak{n}_{-}\right) \otimes U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right) / K_{\lambda} \rightarrow M_{\lambda}
$$

as claimed.
Remark 8.6. The definition of $M_{\lambda}$ means that it is the induced module $U(\mathfrak{g}) \otimes_{U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right)} \mathbb{C}_{\lambda}$, where $\mathbb{C}_{\lambda}$ is the one-dimensional representation of $\mathfrak{h} \oplus \mathfrak{n}_{+}$on which it acts via $\chi_{\lambda}$.

Corollary 8.7. $M_{\lambda}$ has a weight decomposition with $P\left(M_{\lambda}\right)=\lambda-Q_{+}$, $\operatorname{dim} M_{\lambda}[\lambda]=1$, and weight subspaces of $M_{\lambda}$ are finite dimensional.

Proposition 8.8. (i) If $V$ is a representation of $\mathfrak{g}$ and $v \in V$ is a vector such that $h v=\lambda(h) v$ for $h \in h$ and $e_{i} v=0$ then there is a unique homomorphism $\eta: M_{\lambda} \rightarrow V$ such that $\eta\left(v_{\lambda}\right)=v$. In particular, if $V$ is generated by such $v \neq 0$ (i.e., $V$ is a highest weight representation with highest weight vector $v$ ) then $V$ is a quotient of $M_{\lambda}$.
(ii) Every highest weight representation has a weight decomposition into finite dimensional weight subspaces.
(iii) Every highest weight representation $V$ has a unique highest weight generator, up to scaling.

Proof. (i) Uniqueness follows from the fact that $v_{\lambda}$ generates $M_{\lambda}$. To construct $\eta$, note that we have a natural map of $\mathfrak{g}$-modules $\widetilde{\eta}: U(\mathfrak{g}) \rightarrow$ $V$ given by $\widetilde{\eta}(x)=x v$. Moreover, $\left.\widetilde{\eta}\right|_{I_{\lambda}}=0$ thanks to the relations satisfied by $v$, so $\widetilde{\eta}$ descends to a map $\eta: U(\mathfrak{g}) / I_{\lambda}=M_{\lambda} \rightarrow V$. Moreover, if $V$ is generated by $v$ then this map is surjective, as desired.
(ii) This follows from (i) since a quotient of any representation with a weight decomposition must itself have a weight decomposition.
(iii) Suppose $v, w$ are two highest weight generators of $V$ of weights $\lambda, \mu$. If $\lambda=\mu$ then they are proportional since $\operatorname{dim} V[\lambda] \leq \operatorname{dim} M_{\lambda}[\lambda]=$ 1 , as $V$ is a quotient of $M_{\lambda}$. On the other hand, if $\lambda \neq \mu$, then we can assume without loss of generality that $\lambda-\mu \notin Q_{+}$(otherwise switch $\lambda, \mu)$. Then $\mu \notin \lambda-Q_{+}$, hence $\mu \notin P(V)$, a contradiction.

### 8.3. Irreducible highest weight $\mathfrak{g}$-modules.

Proposition 8.9. For every $\lambda \in \mathfrak{h}^{*}$, the Verma module $M_{\lambda}$ has a unique irreducible quotient $L_{\lambda}$. Moreover, $L_{\lambda}$ is a quotient of every highest weight $\mathfrak{g}$-module $V$ with highest weight $\lambda$.

Proof. Let $Y \subset M_{\lambda}$ be a proper submodule. Then $Y$ has a weight decomposition, and cannot contain a nonzero multiple of $v_{\lambda}$ (as otherwise $\left.Y=M_{\lambda}\right)$, so $P(Y) \subset\left(\lambda-Q_{+}\right) \backslash\{\lambda\}$. Now let $J_{\lambda}$ be the sum of all proper submodules $Y \subset M_{\lambda}$. Then $P\left(J_{\lambda}\right) \subset\left(\lambda-Q_{+}\right) \backslash\{\lambda\}$, so $J_{\lambda}$ is also a proper submodule of $M_{\lambda}$ (the maximal one). Thus, $L_{\lambda}:=M_{\lambda} / J_{\lambda}$ is an irreducible highest weight module with highest weight $\lambda$. Moreover, if $V$ is any nonzero quotient of $M_{\lambda}$ then the kernel $K$ of the map $M_{\lambda} \rightarrow V$ is a proper submodule, hence contained in $J_{\lambda}$. Thus the surjective map $M_{\lambda} \rightarrow L_{\lambda}$ descends to a surjective map $V \rightarrow L_{\lambda}$. The kernel of this map is a proper submodule of $V$, hence zero if $V$ is irreducible. Thus in the latter case $V \cong L_{\lambda}$.

Corollary 8.10. Irreducible highest weight $\mathfrak{g}$-modules are classified by their highest weight $\lambda \in \mathfrak{h}^{*}$, via the bijection $\lambda \mapsto L_{\lambda}$.

Exercise 8.11. Let $\mathfrak{g}=\mathfrak{s l}_{2}$ with standard generators $e, f, h$ and identify $\mathfrak{h}^{*} \cong \mathbb{C}$ via $\lambda \mapsto \lambda(h)$. Show that $M_{\lambda}$ is irreducible if $\lambda \notin \mathbb{Z}_{\geq 0}$, while for $\lambda$ a nonnegative integer we have $J_{\lambda}=M_{-\lambda-2}$, so $L_{\lambda}$ is the $\lambda+1$-dimensional irreducible representation of $\mathfrak{s l}_{2}$.

It is known from the theory of finite dimensional representations of $\mathfrak{g}$ that its irreducible finite dimensional representations are $L_{\lambda}$ with $\lambda \in P_{+}$. Thus we have

Proposition 8.12. $L_{\lambda}$ is finite dimensional if and only if $\lambda \in P_{+}$.
Note that the "only if" direction of this proposition follows immediately from Exercise 8.11.

### 8.4. Exercises.

Exercise 8.13. Let $\mathfrak{g}$ be a finite dimensional simple complex Lie algebra, and $V$ a finite dimensional representation of $\mathfrak{g}$. Let $\lambda, \mu \in \mathfrak{h}^{*}$ be weights for $\mathfrak{g}$, and $X, Y$ be representations of $\mathfrak{g}$ with $P(X) \subset \lambda-Q_{+}$, $P(Y) \subset \mu-Q_{+}$, and $X[\lambda]=\mathbb{C} v_{\lambda}, Y[\mu]=\mathbb{C} v_{\mu}$ for nonzero vectors
$v_{\lambda}, v_{\mu}$. Given a linear map $\Phi: X \rightarrow V \otimes Y$, let the expectation value of $\Phi$ be defined by

$$
\langle\Phi\rangle:=\left(\operatorname{Id} \otimes v_{\mu}^{*}, \Phi v_{\lambda}\right) \in V
$$

where $v_{\mu}^{*} \in Y[\mu]^{*}$ is such that $\left(v_{\mu}^{*}, v_{\mu}\right)=1$. In other words, we have

$$
\Phi v_{\lambda}=\langle\Phi\rangle \otimes v_{\mu}+\text { lower terms }
$$

where the lower terms have lower weight than $\mu$ in the second component.
(i) Show that if $\Phi$ is a homomorphism then $\langle\Phi\rangle$ has weight $\lambda-\mu$.
(ii) Let $M_{\lambda}$ be the Verma module with highest weight $\lambda \in \mathfrak{h}^{*}$, and $\bar{M}_{-\mu}$ be the lowest weight Verma module with lowest weight $-\mu$, i.e., generated by a vector $v_{-\mu}$ with defining relations $h v_{-\mu}=-\mu(h) v_{-\mu}$ for $h \in \mathfrak{h}$ and $f_{i} v_{-\mu}=0$. Show that the map $\Phi \mapsto\langle\Phi\rangle$ defines an isomorphism

$$
\operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V \otimes \bar{M}_{-\mu}^{*}\right) \cong V[\lambda-\mu]
$$

where $*$ denotes the restricted dual (the direct sum of duals of all weight subspaces).
(iii) Let $\lambda \in P_{+}$and $V[\nu]_{\lambda}$ be the subspace of vectors $v \in V[\nu]$ of weight $\nu$ which satisfy the equalities $f_{i}^{\left(\lambda, \alpha_{i}^{V}\right)+1} v=0$ for all $i$. Show that a map $\Phi \in \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V \otimes \bar{M}_{-\mu}^{*}\right)$ factors through $L_{\lambda}$ iff $\langle\Phi\rangle \in V[\lambda-\mu]_{\lambda}$, i.e., $f_{i}^{\left(\lambda, \alpha_{i}^{\vee}\right)+1}\langle\Phi\rangle=0$ (for this, use that $e_{j} f_{i}^{\left(\lambda, \alpha_{i}^{\vee}\right)+1} v_{\lambda}=0$, and that the kernel of $M_{\lambda} \rightarrow L_{\lambda}$ is generated by the vectors $\left.f_{i}^{\left(\lambda, \alpha_{i}^{\vee}\right)+1} v_{\lambda}\right)$. Deduce that the map $\Phi \mapsto\langle\Phi\rangle$ defines an isomorphism $\operatorname{Hom}_{\mathfrak{g}}\left(L_{\lambda}, V \otimes \bar{M}_{-\mu}^{*}\right) \cong$ $V[\lambda-\mu]_{\lambda}$.
(iv) Now let both $\lambda, \mu$ be in $P_{+}$. Show that every homomorphism $L_{\lambda} \rightarrow V \otimes \bar{M}_{-\mu}^{*}$ in fact lands in $V \otimes L_{\mu} \subset V \otimes \bar{M}_{-\mu}^{*}$. Deduce that the map $\Phi \mapsto\langle\Phi\rangle$ defines an isomorphism

$$
\operatorname{Hom}_{\mathfrak{g}}\left(L_{\lambda}, V \otimes L_{\mu}\right) \cong V[\lambda-\mu]_{\lambda}
$$

(v) Let $V=\mathbb{C}^{n}$ be the vector representation of $S L_{n}(\mathbb{C})$. Determine the weight subspaces of $S^{m} V$, and compute the decomposition of $S^{m} V \otimes L_{\mu}$ into irreducibles for all $\mu \in P_{+}$(use (iv)).
(vi) For any $\mathfrak{g}$, compute the decomposition of $\mathfrak{g} \otimes L_{\mu}, \mu \in P_{+}$, where $\mathfrak{g}$ is the adjoint representation of $\mathfrak{g}$ (again use (iv)).

In both (v) and (vi) you should express the answer in terms of the numbers $k_{i}$ such that $\mu=\sum_{i} k_{i} \omega_{i}$ and the Cartan matrix entries of $\mathfrak{g}$.
Exercise 8.14. (D. N. Verma) (i) Let $\mathfrak{g}=\mathfrak{n}_{-} \oplus \mathfrak{h} \oplus \mathfrak{n}_{+}$be a finite dimensional simple complex Lie algebra, and $\lambda, \mu \in \mathfrak{h}^{*}$. Show that every nonzero homomorphism $M_{\mu} \rightarrow M_{\lambda}$ is injective. (Use that $U\left(\mathfrak{n}_{-}\right)$
has no zero divisors). Deduce that if $M_{\lambda}$ is reducible then there exists $\lambda^{\prime} \in \lambda-Q_{+}, \lambda^{\prime} \neq \lambda$ with $M_{\lambda^{\prime}} \subset M_{\lambda}$.
(ii) Show that for every $\lambda \in \mathfrak{h}^{*}$ there is $\lambda^{\prime} \in \lambda-Q_{+}$with $M_{\lambda^{\prime}} \subset M_{\lambda}$ and $M_{\lambda^{\prime}}$ irreducible. (Assume the contrary and construct an infinite sequence of proper inclusions

$$
\ldots M_{\lambda_{2}} \subset M_{\lambda_{1}} \subset M_{\lambda}
$$

Then derive a contradiction by looking at the eigenvalues of the quadratic Casimir $C \in U(\mathfrak{g}))$.
(iii) Show that if $M_{\mu}$ is irreducible then $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{\mu}, M_{\lambda}\right) \leq 1$. (Look at the growth of the dimensions of weight subspaces).
(iv) Show that $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{\mu}, M_{\lambda}\right) \leq 1$ for any $\lambda, \mu \in \mathfrak{h}^{*}$. (Look at the restriction of a homomorphism $M_{\mu} \rightarrow M_{\lambda}$ to $M_{\mu^{\prime}} \subset M_{\mu}$ which is irreducible).

Exercise 8.15. (i) Keep the notation of Exercise 8.14. Let $\lambda \in \mathfrak{h}^{*}$ be such that $\left(\lambda, \alpha_{i}^{\vee}\right)=n-1$ for a positive integer $n$ and simple root $\alpha_{i}$. Show that there is an inclusion $M_{\lambda-n \alpha_{i}} \hookrightarrow M_{\lambda}$.
(ii) Let $\rho$ be the sum of fundamental weights of $\mathfrak{g}$ and $W$ be the Weyl group of $\mathfrak{g}$. For $w \in W, \lambda \in \mathfrak{h}^{*}$ let $w \bullet \lambda:=w(\lambda+\rho)-\rho$ (the shifted action of $W$ ). Deduce from (i) that if $\lambda \in P_{+}$then for every $w \in W$, there is an inclusion $\iota_{w}: M_{w \bullet \lambda} \hookrightarrow M_{\lambda}$, and that if $w=w_{1} w_{2}$ with $\ell(w)=\ell\left(w_{1}\right)+\ell\left(w_{2}\right)$ (where $\ell(w)$ is the length of $\left.w\right)$ then $\iota_{w}$ factors through $\iota_{w_{2}}$. In particular, we have an inclusion $M_{w \bullet \lambda} \hookrightarrow M_{w_{2} \bullet \lambda}$.
(iii) Show that $M_{\lambda}$ is irreducible unless $\left(\lambda+\rho, \alpha^{\vee}\right)=1$ for some $\alpha \in Q_{+} \backslash 0$, where $\alpha^{\vee}:=\frac{2 \alpha}{(\alpha, \alpha)}$ (look at the eigenvalues of the quadratic Casimir).
(iv) For $\beta \in Q_{+}$define the Kostant partition function $K(\beta)$ to be the number of unordered representations of $\beta$ as a sum of positive roots of $\mathfrak{g}$ (thus $K(\beta)=\operatorname{dim} U\left(\mathfrak{n}_{+}\right)[\beta]$ ). Also define the Shapovalov pairing

$$
B_{\beta}(\lambda): U\left(\mathfrak{n}_{+}\right)[\beta] \times U\left(\mathfrak{n}_{-}\right)[-\beta] \rightarrow \mathbb{C}
$$

by the formula

$$
x y v_{\lambda}=B_{\beta}(\lambda)(x, y) v_{\lambda},
$$

where $x \in U\left(\mathfrak{n}_{+}\right)[\beta], y \in U\left(\mathfrak{n}_{-}\right)[-\beta]$, and $v_{\lambda}$ is the highest weight vector of $M_{\lambda}$. Let

$$
D_{\beta}(\lambda):=\operatorname{det} B_{\beta}(\lambda),
$$

the determinant of the matrix of $B_{\beta}(\lambda)$ in some bases of $U\left(\mathfrak{n}_{+}\right)[\beta], U\left(\mathfrak{n}_{-}\right)[-\beta]$. This is a (non-homogeneous) polynomial in $\lambda$ well defined up to scaling.

Show that the leading term of $D_{\beta}$ is

$$
D_{\beta}^{0}(\lambda)=\mathrm{const} \cdot \prod_{\alpha \in R_{+}}\left(\lambda, \alpha^{\vee}\right)^{\sum_{n \geq 1} K(\beta-n \alpha)}
$$

(Hint: show that the leading term comes from the product of the diagonal entries of the matrix of the Shapovalov pairing in the PBW bases).
(v) Show that

$$
D_{\beta}(\lambda)=\text { const } \cdot \prod_{\alpha \in Q_{+} \backslash 0}\left(\left(\lambda+\rho, \alpha^{\vee}\right)-1\right)^{m_{\alpha}}
$$

for some nonnegative integers $m_{\alpha}=m_{\alpha}(\beta)$. Then use (iv) to show that moreover $m_{\alpha}=0$ unless $\alpha$ is a multiple of a positive root.
(vi) Let $V, U$ be finite dimensional vector spaces over a field $k$ of dimension $n$ and $B(t): V \times U \rightarrow k[[t]]$ be a bilinear form. Denote by $V_{0} \subset V, U_{0} \subset U$ the left and right kernels of $B(0)$. Suppose that $B^{\prime}(0)$ is a perfect pairing $V_{0} \times U_{0} \rightarrow k$. Show that the vanishing order of $\operatorname{det} B(t)$ at $t=0$ (computed with respect to any bases of $V, U$ ) equals $\operatorname{dim} V_{0}=\operatorname{dim} U_{0}$. (Hint: Pick a basis $e_{1}, \ldots, e_{m}$ of $V_{0}$, complete it to a basis $e_{1}, \ldots, e_{n}$ of $V$. Choose vectors $f_{m+1}, \ldots, f_{n} \in U$ such that $B(0)\left(e_{i}, f_{j}\right)=\delta_{i j}$ for $m<i, j \leq n$. Let $f_{1}, \ldots, f_{m}$ be the basis $U_{0}$ dual to $e_{1}, \ldots, e_{m}$ with respect to $B^{\prime}(0)$. Show that $\left\{f_{i}\right\}$ is a basis of $U$ and the determinant of $B(t)$ in the bases $\left\{e_{i}\right\},\left\{f_{i}\right\}$ equals $t^{m}+O\left(t^{m+1}\right)$.)
(vii) Show that if $\lambda$ is generic on the hyperplane $\left(\lambda+\rho, \alpha^{\vee}\right)=n$ for $n \in \mathbb{Z}_{>0}$ and $\alpha \in R_{+}$and $m_{n \alpha}(\beta)>0$ then $M_{\lambda}$ contains an irreducible submodule $M_{\lambda-n \alpha}$ and the quotient $M_{\lambda} / M_{\lambda-n \alpha}$ is irreducible. (Use Casimir eigenvalues to show that the only irreducible modules which could occur in the composition series of $M_{\lambda}$ are $L_{\lambda}$ and $L_{\lambda-n \alpha}$ and apply Exercise 8.14).
(viii) Let $\lambda$ be as in (vii) and let $B(\beta, t):=B_{\beta}(\lambda+t \alpha)$. Show that $B(\beta, t)$ satisfies the assumption of (vi) for all $\beta$.

Hint: Use that $\oplus_{\beta} \operatorname{Ker} B(\beta, 0)$ is naturally identified with $M_{\lambda-n \alpha}$ and $B^{\prime}(\beta, 0)$ restricts on it to a multiple of its Shapovalov form, and show that one has $B_{n \alpha}^{\prime}(0)\left(v_{\lambda-n \alpha}, v_{\lambda-n \alpha}\right) \neq 0$. For the latter, assume the contrary and show that there exists a homogeneous lift $u$ of $v_{\lambda-n \alpha}$ modulo $t^{2}$ such that $B_{n \alpha}(t)(u, w)=0$ modulo $t^{2}$ for all $w$ of weight $\lambda+(t-n) \alpha$. Deduce that $e_{i} u$ vanishes modulo $t^{2}$ for all $i$. Conclude that

$$
C u=\left((\lambda+(t-n) \alpha+\rho)^{2}-\rho^{2}\right) u+O\left(t^{2}\right)
$$

and derive a contradiction with

$$
C u=\left((\lambda+t \alpha+\rho)^{2}-\rho^{2}\right) u .
$$

(ix) Deduce that $m_{n \alpha}(\beta)=K(\beta-n \alpha)$; in particular, in general $m_{n \alpha}(\beta) \leq K(\beta-n \alpha)$.
(x) Prove the Shapovalov determinant formula:

$$
D_{\beta}(\lambda)=\prod_{\alpha \in R_{+}} \prod_{n \geq 1}\left(\left(\lambda+\rho, \alpha^{\vee}\right)-n\right)^{K(\beta-n \alpha)}
$$

up to scaling.
(xi) Determine all $\lambda \in \mathfrak{h}^{*}$ for which $M_{\lambda}$ is irreducible.

## 9. Representations of $S L_{2}(\mathbb{R})$

9.1. Irreducible ( $\mathfrak{g}, K$ )-modules for $S L_{2}(\mathbb{R})$. Let us now apply the general theory to the simplest example - representations of the group $G=S L_{2}(\mathbb{R})$ of real 2 by 2 matrices with determinant 1 . Note that $S L_{2}(\mathbb{R}) \cong S U(1,1)$, and in this realization the maximal compact subgroup $S O(2)$ becomes $U(1)$. So we have $\operatorname{Lie}(G)=\mathfrak{g}=\mathfrak{s u}(1,1)$, hence $\mathfrak{g}_{\mathbb{C}}=\mathfrak{s l}_{2}(\mathbb{C})$ with standard basis $e, f, h$, so that a maximal compact subgroup $K$ of $G$ consists of elements $e^{i t h}, t \in[0,2 \pi)$. Thus a $(\mathfrak{g}, K)$ module is the same thing as a $\mathfrak{g}_{\mathbb{C}}$-module with a weight decomposition and integer weights.

Let us classify irreducible ( $\mathfrak{g}, K$ )-modules $M$. To this end, recall that we have the central Casimir element $C \in U\left(\mathfrak{g}_{\mathbb{C}}\right)$ given by

$$
C=f e+\frac{(h+1)^{2}}{4}
$$

and note that by the PBW theorem, $U\left(\mathfrak{g}_{\mathbb{C}}\right)$ is free as a right module over the commutative subalgebra $\mathbb{C}[h, f e]=\mathbb{C}[h, C]$ with basis $1, f^{n}, e^{n}$, $n \geq 1$. Thus if $v$ is a nonzero weight vector of $M$ then $M$ is spanned by $v, f^{n} v, e^{n} v$. It follows that weight subspaces of $M$ are 1-dimensional, and $P(M)$ is an arithmetic progression with step 2 . Thus we have four cases:

1. $P(M)$ is finite. Then $M=L_{m}$, the $m+1$-dimensional irreducible representation.
2. $P(M)$ is infinite, bounded above. In this case let $v$ have the maximal weight $m$. Then $f^{n} v, n \geq 0$ is a basis of $M$, and we have $h v=m v, e v=0$. Thus $M=M_{m}$ is the Verma module with highest weight $m \in \mathbb{Z}$. This module is irreducible iff $m<0$ (Exercise8.11). Thus in this case we get modules $M_{-m}=M_{-m}^{+}, m \geq 1$.
3. $P(M)$ is infinite, bounded below. The situation is completely parallel (with $f$ replaced by $e$ ) and we obtain lowest weight Verma modules $M_{m}^{-}$for $m \geq 1$. The $(\mathfrak{g}, K)$-modules $M_{m}^{-}, M_{-m}^{+}$are called the discrete series modules ${ }^{14}$
4. $P(M)$ is unbounded on both sides. Let $c$ be the scalar by which $C$ acts on $M$. We have two cases - the even case $P(M)=2 \mathbb{Z}$ and the odd case $P(M)=2 \mathbb{Z}+1$. In both cases we have a basis $v_{n}, n \in P(M)$ such that

$$
\begin{equation*}
h v_{n}=n v_{n}, f v_{n}=v_{n-2}, e v_{n}=\Lambda_{n} v_{n+2}, \tag{4}
\end{equation*}
$$

[^8]where $\Lambda_{n} \neq 0$. To compute $\Lambda_{n}$, we write
$$
\Lambda_{n} v_{n}=f e v_{n}=\left(C-\frac{(h+1)^{2}}{4}\right) v_{n}=\left(c-\frac{(n+1)^{2}}{4}\right) v_{n}
$$

Thus

$$
\Lambda_{n}=c-\frac{(n+1)^{2}}{4} .
$$

Let $c=\frac{s^{2}}{4}$. Then

$$
\begin{equation*}
\Lambda_{n}=\frac{1}{4}(s-1-n)(s+1+n) . \tag{5}
\end{equation*}
$$

Thus we can replace $v_{n}$ by its multiple $w_{n}$ so that

$$
h w_{n}=n w_{n}, f w_{n}=\frac{1}{2}(s-1+n) w_{n-2}, e w_{n}=\frac{1}{2}(s-1-n) w_{n+2} .
$$

These formulas define $\mathfrak{g}_{\mathbb{C}}$-modules for any $s \in \mathbb{C}$. We will denote these modules by $P_{ \pm}(s)$ (plus for the even case, minus for the odd case). The $(\mathfrak{g}, K)$-modules $P_{ \pm}(s)$ are called the principal series modules. We see that $P_{+}(s)$ is irreducible if $s \notin 2 \mathbb{Z}+1$ and $P_{-}(s)$ is irreducible iff $s \notin 2 \mathbb{Z}$, and $P_{ \pm}(s)=P_{ \pm}(-s)$ in this case.

Moreover, when these conditions fail, we have short exact sequences

$$
\begin{gathered}
0 \rightarrow L_{2 m} \rightarrow P_{+}(2 m+1) \rightarrow M_{-2 m-2}^{+} \oplus M_{2 m+2}^{-} \rightarrow 0, m \in \mathbb{Z}_{\geq 0} \\
0 \rightarrow M_{-2 m-2}^{+} \oplus M_{2 m+2}^{-} \rightarrow P_{+}(-2 m-1) \rightarrow L_{2 m} \rightarrow 0, m \in \mathbb{Z}_{\geq 0} \\
0 \rightarrow L_{2 m+1} \rightarrow P_{-}(2 m+2) \rightarrow M_{-2 m-3}^{+} \oplus M_{2 m+3}^{-} \rightarrow 0, m \in \mathbb{Z}_{\geq 0} \\
0 \rightarrow M_{-2 m-3}^{+} \oplus M_{2 m+3}^{-} \rightarrow P_{-}(-2 m-2) \rightarrow L_{2 m+1} \rightarrow 0, m \in \mathbb{Z}_{\geq 0},
\end{gathered}
$$

and for $s=0$ we have an isomorphism

$$
P_{-}(0) \cong M_{-1}^{+} \oplus M_{1}^{-}
$$

All these modules except $P_{-}(0)$ are indecomposable. Thus we see that $P_{ \pm}(s) \not \neq P_{ \pm}(-s)$ when it is reducible and $s \neq 0$.

As a result, we get
Proposition 9.1. The simple ( $\mathfrak{g}, K$ )-modules (or equivalently, HarishChandra modules) are $L_{m}, m \in \mathbb{Z}_{\geq 0}, M_{m}^{-}, M_{-m}^{+}, m \in \mathbb{Z}_{\geq 1}$, and $P_{+}(s)$, $s \notin 2 \mathbb{Z}+1, P_{-}(s), s \notin 2 \mathbb{Z}$, with the only isomorphisms $P_{ \pm}(s) \cong$ $P_{ \pm}(-s)$.

Exercise 9.2. Let $\widetilde{P}_{+}(s), \widetilde{P}_{-}(s)$ be the modules defined by (4), (5); so they are isomorphic to $P_{+}(s), P_{-}(s)$ when $s$ is not an odd integer, respectively not a nonzero even integer. But we will consider $\widetilde{P}_{+}(s)$ when $s=2 k+1$ and $\widetilde{P}_{-}(s)$ when $s=2 k, k \neq 0$ (where $k$ is an integer).
(i) Compute the Jordan-Hölder series of $\widetilde{P}_{+}(s), \widetilde{P}_{-}(s)$ and show that they are uniserial, i.e., have a unique filtration with irreducible successive quotients.
(ii) Do there exist isomorphisms $\widetilde{P}_{+}(s) \cong P_{+}(s), \widetilde{P}_{-}(s) \cong P_{-}(s)$ ?
9.2. Realizations. Let us discuss realizations of these representations by admissible representations of $G$. For $L_{m}$ there is nothing to discuss, so we'll focus on principal series and discrete series.

The realization of principal series has already been discussed in Example 5.3. Namely, let $B \subset G$ be the subgroup of upper triangular matrices $b$ with diagonal entries $\left(t(b), t(b)^{-1}\right)$. As before we consider the spaces

$$
\begin{gathered}
\mathbb{V}_{+}(s)=\left\{F \in C^{\infty}(G): F(g b)=F(g)|t(b)|^{s-1}\right\} \\
\mathbb{V}_{-}(s)=\left\{F \in C^{\infty}(G): F(g b)=F(g)|t(b)|^{s-1} \operatorname{sign}(t(b))\right\} .
\end{gathered}
$$

These are admissible representations of $G$ acting by left multiplication. Let us compute $\mathbb{V}_{ \pm}(s)^{\text {fin }}$. To this end, note that the group $K=U(1)=S^{1}$ acts transitively on $G / B$ with stabilizer $\mathbb{Z} / 2=\{ \pm 1\}$. Thus, pulling the function $F$ back to $K$, we can realize $\mathbb{V}_{ \pm}(s)$ as the space $\mathbb{V}_{ \pm}$of functions $F \in C^{\infty}\left(S^{1}\right)$ such $F(-z)= \pm F(z)$.

A more geometric way of thinking about this is the following. Given a Lie group $G$ and a closed subgroup $B$ with Lie algebras $\mathfrak{g}, \mathfrak{b}$, every finite dimensional representation $V$ of $B$ gives rise to a vector bundle $E_{V}:=(G \times V) / B$ over $G / B$, where the action of $B$ on $G \times V$ is given by $(g, v) b=\left(g b, b^{-1} v\right)$. For example, the tangent bundle $T(G / B)$ is obtained from the representation $V=\mathfrak{g} / \mathfrak{b}$. In our example, $\mathfrak{g} / \mathfrak{b}$ is the 1 -dimensional representation of $B$ given by $b \mapsto t(b)^{-2}$. Thus sections of the tangent bundle on $G / B$ (i.e., vector fields) can be interpreted as functions $F$ on $G$ such that

$$
F(g b)=F(g) t(b)^{2} .
$$

It follows that elements of $\mathbb{V}_{+}(s)$ can be interpreted as sections of the bundle $\mathrm{K}^{\frac{1-s}{2}}$ where $\mathrm{K}=T^{*}(G / B)$ is the canonical bundle, which coincides with the cotangent bundle since $\operatorname{dim}(G / B)=1$ (this bundle is trivial topologically but the action of diffeomorphisms of $G / B=S^{1}$, in particular, of elements of $S L_{2}(\mathbb{R})$ on its sections depends on $\left.s\right)$. In other words, elements of $\mathbb{V}_{+}(s)$ can be interpreted as "tensor fields of non-integer rank": $\phi(u)(d \arg u)^{\frac{1-s}{2}}$, where $u=e^{i \theta}, \theta$ is the angle coordinate on $G / B=\mathbb{R} \mathbb{P}^{1}$ and $\phi$ is a smooth function. Similarly, elements of $\mathbb{V}_{-}(s)$ can be interpreted as expressions $u^{\frac{1}{2}} \phi(u)(d \arg u)^{\frac{1-s}{2}}$, i.e., twovalued smooth sections of the same bundle which change sign when one goes around the circle. Thus the Lie algebra action on these modules is by the vector fields

$$
h=2 u \partial_{u}, f=\partial_{u}, e=-u^{2} \partial_{u},
$$

but they act on elements of $\mathbb{V}_{ \pm}(s)$ not as on functions but as on tensor fields. Thus $\mathbb{V}_{ \pm}(s)^{\text {fin }} \subset \mathbb{V}_{ \pm}(s)$ is the subspace of vectors such that
$\phi \in \mathbb{C}\left[u, u^{-1}\right]$. Taking the basis $w_{2 k}=u^{k}(d \arg u)^{\frac{1-s}{2}}$ in the even case and $w_{2 k+1}=u^{k+\frac{1}{2}}(d \arg u)^{\frac{1-s}{2}}$ in the odd case, we have

$$
h w_{n}=n w_{n}, f w_{n}=\frac{1}{2}(s-1+n) w_{n-2}, e w_{n}=\frac{1}{2}(s-1-n) w_{n+2} .
$$

Thus we get that $\mathbb{V}_{ \pm}(s)^{\text {fin }} \cong P_{ \pm}(s)$ for all $s \in \mathbb{C}$.
In particular, at points where $P_{ \pm}(s)$ are reducible, this gives realizations of the discrete series. Namely, consider the modules $\mathbb{V}_{+}(-r)$ for odd $r \geq 1$ and $\mathbb{V}_{-}(-r)$ for even $r \geq 1$. The space $\mathbb{V}_{+}(-r)$ consists of elements $\phi(u)\left(\frac{d u}{i u}\right)^{\frac{1+r}{2}}$ where $\phi$ is smooth (note that $\left.d \arg u=\frac{d u}{i u}\right)$. So it has the subrepresentation $\mathbb{V}_{+}^{0}(-r)$ of forms that extend holomorphically to the disk $|u| \leq 1$. Thus means that $\phi(u)=\sum_{N \geq 0} a_{N} u^{N+\frac{1+r}{2}}$, where $a_{N}$ is a rapidly decaying sequence (faster than any power of $N$ ). In other words, $\mathbb{V}_{+}^{0}(-r)$ consists of elements $\psi(u)(d u)^{\frac{1+r}{2}}$, where $\psi$ is smooth on the disk $|u| \leq 1$ and holomorphic for $|u|<1$. Thus the eigenvalues of $h$ on $\mathbb{V}_{+}^{0}(-r)$ are $1+r+2 N$, hence $\mathbb{V}_{+}^{0}(-r)^{\mathrm{fin}}=M_{r+1}^{-}$.

Also, $\mathbb{V}_{+}(-r)$ has a subrepresentation $\mathbb{V}_{+}^{\infty}(-r)$ of forms that extend holomorphically to $|u| \geq 1$ (including infinity), which means that $\phi(u)=\sum_{N \geq 0} a_{N} u^{-N-\frac{1+r}{2}}$. In other words, $\mathbb{V}_{+}^{\infty}(-r)$ consists of elements $\psi\left(u^{-1}\right)\left(d u^{-1}\right)^{\frac{1+r}{2}}$, where $\psi$ is smooth on the disk $|u| \leq 1$ and holomorphic for $|u|<1$. Thus we get $\mathbb{V}_{+}^{\infty}(-r)^{\text {fin }}=M_{-r-1}^{+}$.

Similarly, for even $r$ we get $\mathbb{V}_{-}^{0}(-r)^{\mathrm{fin}}=M_{r+1}^{-}, \mathbb{V}_{-}^{\infty}(-r)^{\mathrm{fin}}=M_{-r-1}^{+}$.
9.3. Unitary representations. These Fréchet space realizations can easily be made Hilbert space realizations, by completing with respect to the usual $L^{2}$-norm given by

$$
\|\phi\|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\phi\left(e^{i \theta}\right)\right|^{2} d \theta
$$

However, this norm is only preserved by $G$ when $s$ is imaginary. In this case we obtain that the completed representations $\widehat{\mathbb{V}}_{ \pm}(s)$, in particular $\widehat{\mathbb{V}}_{-}^{0}(0), \widehat{\mathbb{V}}_{-}^{\infty}(0)$, are unitary. It follows that the Harish-Chandra modules $P_{ \pm}(s)$ for $s \in i \mathbb{R}$ and $M_{1}^{-}, M_{-1}^{+}$are unitary.

It turns out, however, that there are other irreducible unitary representations. Let us classify them. It suffices to classify irreducible unitary Harish-Chandra modules. Note that the relevant anti-involution on $\mathfrak{g}$ is given by $e^{\dagger}=-f, f^{\dagger}=-e, h^{\dagger}=h$. Let $M$ be irreducible and $v \in M$ a vector of weight $n$. Then if $($,$) is an invariant Hermitian form$ on $M$ then

$$
(e v, e v)=-(f e v, v)=\left(\left(\frac{n+1}{2}\right)^{2}-c\right)(v, v),
$$

where $c$ is a Casimir eigenvalue on $M$. We see that a nonzero invariant Hermitian form exists iff $c=\frac{s^{2}}{4} \in \mathbb{R}$, and such a form can be chosen positive definite iff $c<\left(\frac{n+1}{2}\right)^{2}$ for every $n \in P(M)$. This shows that all discrete series representations are unitary and also determines the unitarity range of $s$ for the principal series representations. Thus we obtain the following theorem.

Theorem 9.3. (Gelfand-Naimark, Bargmann). The irreducible unitary representations of $S L_{2}(\mathbb{R})$ are Hilbert space completions of the following unitary Harish-Chandra modules:

- Discrete series $M_{m}^{-}, M_{-m}^{+}, m \in \mathbb{Z}_{\geq 1}$;
- Unitary principal series $P_{-}(s), s \in i \mathbb{R}, s \neq 0$;
- Unitary principal series $P_{+}(s), s \in i \mathbb{R}$, or $s \in \mathbb{R}, 0<|s|<1$;
- The trivial representation $\mathbb{C}$.

Here $P_{ \pm}(s) \cong P_{ \pm}(-s)$ and there are no other isomorphisms.
The principal series representations $P_{+}(s)$ for $0<s<1$ are called the complementary series.

Let us discuss explicit Hilbert space realizations of the unitary representations. We have already described such unitary realizations of principal series in $L^{2}\left(S^{1}\right)$, except the complementary series. For discrete series we only gave realizations for $m=1$, as $M_{1}^{-}, M_{-1}^{+}$are direct summands in $P_{-}(0)$. However, one can give a realization for any $m$. To this end, note that $G=S L_{2}(\mathbb{R})$ acts by fractional linear transformations on the disk $|u| \leq 1$. Moreover, we have the Poincaré (hyperbolic) metric on the disk which is $G$-invariant. The volume element for this metric looks like

$$
\mu=\frac{d u d \bar{u}}{\left(1-|u|^{2}\right)^{2}} .
$$

Thus for expressions $\omega=\psi(u)(d u)^{\frac{m}{2}}$ where $m \geq 2$ is an integer and $\psi(u)$ is holomorphic for $|u|<1$ we may define the $G$-invariant norm

$$
\|\omega\|^{2}=\int_{|u|<1} \frac{\omega \bar{\omega}}{\mu^{\frac{m}{2}-1}}=\int_{|u|<1}|\psi(u)|^{2}\left(1-|u|^{2}\right)^{m-2} d u d \bar{u} .
$$

Hence the Hilbert space completion $\widehat{M}_{m}^{-}$may be realized as the space $H_{m}$ of holomorphic $\frac{m}{2}$-forms $\omega=\psi(u)(d u)^{\frac{m}{2}}$ for $|u|<1$ for which $\|\omega\|^{2}<\infty$ (note that this space is nonzero only if $m \geq 2$ ).

Likewise, $\widehat{M}_{-m}^{+}$can be similarly realized via antiholomorphic forms. Indeed, conjugation by the matrix $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ (of determinant -1 ) defines
an outer automorphism of $S L_{2}(\mathbb{R})$ which is induced by complex conjugation on the unit disk, and this automorphism exchanges $M_{m}^{-}$with $M_{-m}^{+}$.

Exercise 9.4. Let $G_{\ell}$ be the $\ell$-fold cover of $P S L_{2}(\mathbb{R})$ (for example, $\left.G_{1}=P S L_{2}(\mathbb{R}), G_{2}=S L_{2}(\mathbb{R})\right)$. Classify irreducible admissible representations (up to infinitesimal equivalence) and irreducible unitary representations of $G_{\ell}$ for all $\ell$.

Hint. The maximal compact subgroup of $G_{\ell}$ is $K_{\ell}$, the $\ell$-fold cover of $P S O(2)$. Thus irreducible Harish-Chandra modules for $G_{\ell}$ are irreducible $\mathfrak{s l}_{2}(\mathbb{C})$-modules on which the element $h$ acts diagonalizably with eigenvalues in $\frac{2}{\ell} \mathbb{Z}$.
Exercise 9.5. Compute the matrix coefficients of the principal series modules, $\psi_{m, n}(g)=\left(w_{m}, g w_{n}\right), g \in S L_{2}(\mathbb{R})$.

Hint. Write $g$ as $g=U_{1} D U_{2}$ where

$$
U_{k}=\exp \left(i \theta_{k} h\right) \in S O(2), \theta_{k} \in \mathbb{R} / 2 \pi \mathbb{Z}
$$

for $k=1,2$ and $D=\operatorname{diag}\left(a, a^{-1}\right)$ is diagonal, and express $\psi_{m, n}(g)$ as $e^{i\left(n \theta_{2}-m \theta_{1}\right)} \psi(m, n, a, s)$. Write the function $\psi(m, n, a, s)$ in terms of the Gauss hypergeometric function ${ }_{2} F_{1}$.

Exercise 9.6. (i) Show that for $-1<s<0$ the formula

$$
(f, g)_{s}:=\int_{\mathbb{R}^{2}} f(y) \overline{g(z)}|y-z|^{-s-1} d y d z
$$

defines a positive definite inner product on the space $C_{0}(\mathbb{R})$ of continuous functions $f: \mathbb{R} \rightarrow \mathbb{C}$ with compact support (Hint: pass to Fourier transforms).
(ii) Deduce that if $f$ is a measurable function on $\mathbb{R}$ then

$$
0 \leq(f, f)_{s} \leq \infty
$$

so measurable functions $f$ with $(f, f)_{s}<\infty$ modulo those for which $(f, f)_{s}=0$ form a Hilbert space $\mathcal{H}_{s}$ with inner product $(,)_{s}$, which is the completion of $C_{0}(\mathbb{R})$ under $(,)_{s}$.
(iii) Let us view $\mathcal{H}_{s}$ as the space of tensor fields $f(y)(d y)^{\frac{1-s}{2}}$, where $f$ is as in (ii). Show that the complementary series unitary representation $\widehat{P}_{+}(s)$ of $S L_{2}(\mathbb{R})$ may be realized in $\mathcal{H}_{s}$ with $G$ acting naturally on such tensor fields. (Hint: show that the differential form $\frac{d y d z}{(y-z)^{2}}$ is invariant under simultaneous Möbius transformations of $y, z$ by the same matrix).

## 10. Chevalley restriction theorem and Chevalley-Shephard-Todd theorem

10.1. Chevalley restriction theorem. Let $\mathfrak{g}$ be a semisimple complex Lie algebra with Cartan subalgebra $\mathfrak{h}$, and let $W$ be the corresponding Weyl group. Given $F \in \mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}$, let $\operatorname{Res}(F)$ be its restriction to $\mathfrak{h}$.

Theorem 10.1. (Chevalley restriction theorem) (i) $\operatorname{Res}(F) \in \mathbb{C}[\mathfrak{h}]^{W}$.
(ii) The map Res: $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}} \rightarrow \mathbb{C}[\mathfrak{h}]^{W}$ is a graded algebra isomorpohism.

Proof. (i) Let $G$ be the adjoint complex Lie group corresponding to $\mathfrak{g}$. Then $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}=\mathbb{C}[\mathfrak{g}]^{G}$, so $F$ is $G$-invariant. Thus, denoting by $H$ the maximal torus in $G$ with $\operatorname{Lie} H=\mathfrak{h}$, we see that the normalizer $N(H)$ preserves $\operatorname{Res}(F)$. Since $H$ acts trivially on $\mathfrak{h}$, we get that $W=$ $N(H) / H$ preserves $\operatorname{Res}(F)$, as desired.
(ii) It is clear that Res is a graded algebra homomorphism, so we just need to show that it is bijective. The injectivity of this map follows immediately from the fact that $\operatorname{Res}(F)$ determines the values of $F$ on the subset of semisimple elements $\mathfrak{g}_{s} \subset \mathfrak{g}$, and this subset is dense in $\mathfrak{g}$.

It remains to prove the surjectivity of Res. Consider the functions

$$
F_{\lambda, n}(x):=\operatorname{Tr}_{L_{\lambda}}\left(x^{n}\right)=\chi_{\lambda}\left(x^{n}\right), x \in \mathfrak{g}
$$

in $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}$, where $\chi_{\lambda}$ is the character of $L_{\lambda}$. We'll show that the functions $\operatorname{Res}\left(F_{\lambda, n}\right)$ for various $\lambda$ span $\mathbb{C}[\mathfrak{h}]^{W}[n]=\left(S^{n} \mathfrak{h}^{*}\right)^{W}$ for each $n$, which implies that Res is surjective.

To this end, for every dominant integral weight $\lambda \in P_{+}$let $m_{\lambda}$ be the orbit sum

$$
m_{\lambda}:=\sum_{\mu \in W \lambda} e^{\mu} \in \mathbb{C}[P]^{W} .
$$

We have

$$
\chi_{\lambda}=\sum_{\mu \leq \lambda} N_{\lambda \mu} m_{\mu}
$$

where $\mu \leq \lambda$ means that $\lambda-\mu$ is a (possibly empty) sum of positive roots, and $N_{\lambda \mu}$ is the matrix of weight multiplicities (in particular, $N_{\lambda \lambda}=1$ ). This matrix is triangular with ones on the diagonal, so we can invert it and get

$$
\begin{equation*}
m_{\lambda}=\sum_{\mu \leq \lambda} \widetilde{N}_{\lambda \mu} \chi_{\mu} \tag{6}
\end{equation*}
$$

for some integers $\widetilde{N}_{\lambda \mu}$. Now, for $h \in \mathfrak{h}$, let

$$
M_{\lambda, n}(h):=\sum_{\mu \in W \lambda} \mu(h)^{n}=\frac{|W \lambda|}{|W|} \sum_{w \in W} \lambda(w h)^{n}
$$

(note that $\mu(x)^{n}=\mu\left(x^{n}\right)$ ). By (6) we have

$$
M_{\lambda, n}(h)=\sum_{\mu \leq \lambda} \tilde{N}_{\lambda \mu} F_{\mu, n}(h) .
$$

Thus it suffices to show that $M_{\lambda, n}(h)$ for various $\lambda \operatorname{span}\left(S^{n} \mathfrak{h}^{*}\right)^{W}[n]$ for each $n$. Since averaging over $W$ is a surjection $S^{n} \mathfrak{h}^{*} \rightarrow\left(S^{n} \mathfrak{h}^{*}\right)^{W}$, it suffices to show that the functions $\lambda^{n}$ for $\lambda \in P_{+} \operatorname{span} S^{n} \mathfrak{h}^{*}$.

Denote the span of these functions by $Y$. Since $P_{+}$is Zariski dense in $\mathfrak{h}^{*}$, we find that $\lambda^{n} \in Y$ for all $\lambda \in \mathfrak{h}^{*}$. Thus $Y \subset S^{n} \mathfrak{h}^{*}$ is a subrepresentation of $G L\left(\mathfrak{h}^{*}\right)$. But $S^{n} \mathfrak{h}^{*}$ is an irreducible representation of $G L\left(\mathfrak{h}^{*}\right)$, hence $Y=S^{n} \mathfrak{h}^{*}$. This completes the proof of (ii).

Remark 10.2.1. Since the Killing form allows us to identify $\mathfrak{g} \cong \mathfrak{g}^{*}$ and $\mathfrak{h} \cong \mathfrak{h}^{*}$, the Chevalley restriction theorem is equivalent to the statement that the restriction map Res: $\mathbb{C}\left[\mathfrak{g}^{*}\right]^{\mathfrak{g}}=(S \mathfrak{g})^{\mathfrak{g}} \rightarrow \mathbb{C}\left[\mathfrak{h}^{*}\right]^{W}=$ $(S \mathfrak{h})^{W}$ is a graded algebra isomorphism.
2. The Chevalley restriction theorem trivially generalizes to reductive Lie algebras.

Example 10.3. Let $\mathfrak{g}=\mathfrak{g l}_{n}(\mathbb{C})$. Then by the fundamental theorem on symmetric functions, $\mathbb{C}[\mathfrak{h}]^{W}=\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]^{S_{n}}=\mathbb{C}\left[e_{1}, \ldots, e_{n}\right]$ where

$$
e_{i}\left(x_{1}, \ldots, x_{n}\right)=\sum_{k_{1}<\ldots<k_{i}} x_{k_{1}} \ldots x_{k_{i}}
$$

are elementary symmetric functions. The Chevalley restriction theorem thus says that restriction defines an isomorphism between the algebra $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}$ of conjugation-invariant polynomials of a single matrix $A$ and $\mathbb{C}\left[e_{1}, \ldots, e_{n}\right]$. Namely, let $a_{i}:=\operatorname{Tr}\left(\wedge^{i} A\right)$ be the coefficients of the characteristic polynomial of $A$ (up to sign). Then $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}=\mathbb{C}\left[a_{1}, \ldots, a_{n}\right]$ and $\left.a_{i}\right|_{\mathfrak{h}}=e_{i}\left(x_{1}, \ldots, x_{n}\right)$. Another set of generators are $b_{i}:=\operatorname{Tr}\left(A^{i}\right)$, $1 \leq i \leq n$; we have $\left.b_{i}\right|_{\mathfrak{h}}=p_{i}\left(x_{1}, \ldots, x_{n}\right)$, where

$$
p_{i}\left(x_{1}, \ldots, x_{n}\right):=\sum_{k=1}^{n} x_{k}^{i}
$$

are the power sums, another set of generators of the algebra of symmetric functions. Yet another generating set is $c_{i}:=\operatorname{Tr}\left(S^{i} A\right)$ which restrict to complete symmetric functions

$$
h_{i}\left(x_{1}, \ldots, x_{n}\right)=\sum_{k_{1} \leq \ldots \leq k_{i}} x_{k_{1}} \ldots x_{k_{i}} .
$$

Thus

$$
a_{i}(A)=e_{i}\left(x_{1}, \ldots, x_{n}\right), b_{i}(A)=\underset{55}{p_{i}\left(x_{1}, \ldots, x_{n}\right), c_{i}(A)=h_{i}\left(x_{1}, \ldots, x_{n}\right), ~}
$$

where $x_{1}, \ldots, x_{n}$ are the eigenvalues of $A$. Note that $a_{1}(A)=b_{1}(A)=$ $c_{1}(A)=\operatorname{Tr}(A)$ and $a_{n}(A)=\operatorname{det} A$.

For $\mathfrak{g}=\mathfrak{s l}_{n}\left(\right.$ type $\left.A_{n-1}\right)$, the story is the same, except that $e_{1}=p_{1}=$ $h_{1}=0$ and $a_{1}=b_{1}=c_{1}=0$, so they should be removed.

Example 10.4. Similarly, for $\mathfrak{g}=\mathfrak{s o}_{2 n+1}(\mathbb{C})$ and $\mathfrak{g}=\mathfrak{s p}_{2 n}(\mathbb{C})$ (types $B_{n}$ and $C_{n}$ ) we have

$$
\begin{gathered}
\mathbb{C}[\mathfrak{h}]^{W}=\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]^{S_{n} \ltimes(\mathbb{Z} / 2)^{n}}= \\
\mathbb{C}\left[x_{1}^{2}, \ldots, x_{n}^{2}\right]^{S_{n}}=\mathbb{C}\left[e_{2}, e_{4}, \ldots, e_{2 n}\right]=\mathbb{C}\left[p_{2}, p_{4}, \ldots, p_{2 n}\right]=C\left[h_{2}, h_{4}, \ldots, h_{2 n}\right],
\end{gathered}
$$ where $e_{k}, p_{k}, h_{k}$ are symmetric functions of $2 n$ variables evaluated at the point $\left(x_{1}, \ldots, x_{n},-x_{n}, \ldots,-x_{1}\right)$, and $e_{2 i}=\left.a_{2 i}\right|_{\mathfrak{h}}, p_{2 i}=\left.b_{2 i}\right|_{\mathfrak{h}}, h_{2 i}=\left.c_{2 i}\right|_{\mathfrak{h}}$ (note that the odd-indexed symmetric functions evaluate to 0 ). This is so because the eigenvalues of $A$ are $x_{1}, \ldots, x_{n},-x_{n}, \ldots,-x_{1}$, and also 0 in the orthogonal case.

The case $\mathfrak{g}=\mathfrak{s o}_{2 n}(\mathbb{C})$ (type $D_{n}$ ) is a bit trickier. In this case the Weyl group is $W=S_{n} \ltimes(\mathbb{Z} / 2)_{+}^{n}$, where $(\mathbb{Z} / 2)_{+}^{n}$ is the group of binary $n$-dimensional vectors with zero sum of coordinates. Thus it is easy to check that

$$
\mathbb{C}[\mathfrak{h}]^{W}=\mathbb{C}\left[e_{2}, \ldots, e_{2 n-2}, \sqrt{e_{2 n}}\right] .
$$

where $e_{j}=e_{j}\left(x_{1}, \ldots, x_{n},-x_{n}, \ldots,-x_{1}\right)$. The polynomial $\sqrt{e_{2 n}}=\mathrm{i}^{n} x_{1} \ldots x_{n}$ is the restriction of the $\operatorname{Pfaffian} \operatorname{Pf}(A)=\sqrt{\operatorname{det} A}$. Thus

$$
\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}=\mathbb{C}\left[a_{2}(A), \ldots, a_{2 n-2}(A), \operatorname{Pf}(A)\right] .
$$

The generators of $\mathbb{C}[\mathfrak{g}]^{\mathfrak{g}}$ for exceptional $\mathfrak{g}$ are less explicit, however.
10.2. Chevalley-Shephard-Todd theorem, part I. In Examples 10.3. 10.4 we observe that the algebras $\mathbb{C}[\mathfrak{h}]^{W}$ of Weyl group invariant polynomials for classical groups are free (polynomial) algebras. This is not true for a general finite group: e.g. if $G=\mathbb{Z} / 2$ acting on $\mathbb{C}^{2}$ by $(x, y) \mapsto(-x,-y)$ then the ring of invariants $\mathbb{C}[x, y]^{\mathbb{Z} / 2}$ is $\mathbb{C}[a, b, c]$ where $a=x^{2}, b=x y, c=y^{2}$, and it is not free - it has a relation $a c=b^{2}$ (and the set of generators is minimal). It turns out, however, that this is true for all Weyl groups and more generally complex reflection groups.

Definition 10.5. A diagonalizable automorphism $g: V \rightarrow V$ of a finite dimensional complex vector space $V$ is called a complex reflection if $\operatorname{rank}(g-1)=1$; in other words, in some basis $g=\operatorname{diag}(\lambda, 1, \ldots, 1)$ where $\lambda \neq 0,1$. A complex reflection group is a finite subgroup $G \subset G L(V)$ generated by complex reflections.

For example, the Weyl group $W \subset G L(\mathfrak{h})$ of a semisimple Lie algebra $\mathfrak{g}$ and, more generally, a finite Coxeter group is a complex reflection group, but there are others, e.g. $S_{n} \ltimes(\mathbb{Z} / m)^{n}$ acting on $\mathbb{C}^{n}$ for $m>2$,
or, more generally, the subgroup $G(m, d, n)$ in this group consisting of elements for which the sum of $\mathbb{Z} / m$-coordinates lies in $d \cdot \mathbb{Z} / m$ for some divisor $d$ of $m$.

It is easy to see that any complex reflection group is uniquely a product of irreducible ones, and irreducible complex reflection groups were classified by Shephard and Todd in 1954. Besides symmetric groups $S_{n}$ acting on $\mathbb{C}^{n-1}$ and $G(m, d, n)$ acting on $\mathbb{C}^{n}$ (which includes dihedral groups), there are 34 exceptional groups, which include 19 subgroups of $G L_{2}, 6$ exceptional Coxeter groups of rank $\geq 3\left(H_{3}, H_{4}, F_{4}, E_{6}, E_{7}, E_{8}\right)$, and 9 other groups.

Theorem 10.6. (Chevalley-Shephard-Todd theorem, part I) Let $V$ be a finite dimensional complex vector space and $G \subset G L(V)$ be a finite subgroup. Then $\mathbb{C}[V]^{G}$ is a polynomial algebra if and only if $G$ is a complex reflection group.

## 11. Proof of the CST theorem, part I

11.1. Proof of the CST theorem, part I, the "if" direction. We first need a lemma from invariant theory. Let $G \subset G L(V)$ be a finite subgroup, and $I \subset \mathbb{C}[V]$ be the ideal generated by positive degree elements of $\mathbb{C}[V]^{G}$. Let $f_{1}, \ldots, f_{r} \in \mathbb{C}[V]^{G}$ be homogeneous generators of $I$ (which exist by the Hilbert basis theorem).

Lemma 11.1. The algebra $\mathbb{C}[V]^{G}$ is generated by $f_{1}, \ldots, f_{r}$; in particular, it is finitely generated.

Proof. We need to show that every homogeneous $f \in \mathbb{C}[V]^{G}$ is a polynomial of $f_{1}, \ldots, f_{r}$. The proof is by induction in $d=\operatorname{deg} f$. The base $d=0$ is obvious. If $d>0$, we have $f \in I$, so

$$
f=s_{1} f_{1}+\ldots+s_{r} f_{r}
$$

where $s_{i} \in \mathbb{C}[V]$ are homogeneous of degrees $<d$.
For $h \in \mathbb{C}[V]$ let $h^{*}:=\frac{1}{|G|} \sum_{g \in G} g h \in \mathbb{C}[V]^{G}$ be the $G$-average of $h$. Then we have

$$
f=s_{1}^{*} f_{1}+\ldots+s_{r}^{*} f_{r} .
$$

But by the induction assumption, $s_{i}^{*}$ are polynomials of $f_{1}, . ., f_{r}$, which proves the lemma.

Remark 11.2. Let $A$ be a finitely generated commutative $\mathbb{C}$-algebra with an action of a finite group $G$. Lemma 11.1 implies that the algebra $A^{G}$ is also finitely generated (the Hilbert-Noether lemma). Indeed, pick generators $a_{1}, \ldots, a_{m}$ of $A$ and let $V \subset A$ be the (finite dimensional) $G$-submodule generated by them. Then $A^{G}$ is a quotient of $(S V)^{G}=$ $\mathbb{C}\left[V^{*}\right]^{G}$, which is finitely generated by Lemma 11.1 .

The next lemma establishes a special property of algebras of invariants of complex reflection groups which will allow us to prove that they are polynomial algebras.

Lemma 11.3. Assume that $G$ is a complex reflection group. Let I be as above, $F_{1}, \ldots, F_{m} \in \mathbb{C}[V]^{G}$ be homogeneous, and suppose that $F_{1}$ does not belong to the ideal in $\mathbb{C}[V]^{G}$ generated by $F_{2}, \ldots, F_{m}$. Suppose $g_{i} \in \mathbb{C}[V]$ for $1 \leq i \leq m$ are homogeneous and $\sum_{i=1}^{m} g_{i} F_{i}=0$. Then $g_{1} \in I$.
Proof. Let $J=\left(F_{2}, \ldots, F_{m}\right) \subset \mathbb{C}[V]$. We claim that $F_{1} \notin J$. Indeed, if $F_{1}=s_{2} F_{2}+\ldots+s_{m} F_{m}$ then $F_{1}=s_{2}^{*} F_{2}+\ldots+s_{m}^{*} F_{m}$, contradicting our assumption.

We prove the lemma by induction in $D:=\operatorname{deg} g_{1}$. If $D=0$ then $g_{1}=0$, as $F_{1} \notin J$. This establishes the base of induction.

Now assume $D>0$. Let $\sigma \in G$ be a complex reflection and $\alpha$ be the linear function on $V$ defining the reflection hyperplane $V^{\sigma}$ (i.e., the eigenvector of $\sigma$ in $V^{*}$ with eigenvalue $\neq 1$ ). Then $\sigma g_{i}-g_{i}$ vanishes on $V^{\sigma}$, so is divisible by $\alpha$. Thus

$$
\sigma g_{i}-g_{i}=h_{i} \alpha
$$

for some polynomials $h_{i}$ with $\operatorname{deg} h_{i}=\operatorname{deg} g_{i}-1$, in particular $\operatorname{deg} h_{1}=$ $D-1$. Applying the operator $\sigma-1$ to the relation $\sum_{i=1}^{m} g_{i} F_{i}=0$ and dividing by $\alpha$, we obtain

$$
\sum_{i=1}^{m} h_{i} F_{i}=0 .
$$

By the induction assumption $h_{1} \in I$, so $\sigma g_{1}-g_{1} \in I$. Since $W$ is generated by complex reflections, this implies that $w g_{1}-g_{1} \in I$ for any $w \in G$. Thus $g_{1}^{*}-g_{1} \in I$. But $g_{1}^{*}$ is a positive degree invariant, so $g_{1}^{*} \in I$. Hence $g_{1} \in I$, which justifies the induction step.

Now we are ready to prove the "if" direction of the Chevalley-Shephard-Todd theorem. Suppose that $f_{1}, \ldots, f_{r} \in \mathbb{C}[V]^{G}$ are homogenous of positive degree and form a minimal set of homogeneous generators of $I$.

Lemma 11.4. $f_{1}, \ldots, f_{r}$ are algebraically independent.
Proof. Assume the contrary, i.e.,

$$
\begin{equation*}
h\left(f_{1}, \ldots, f_{r}\right)=0 \tag{7}
\end{equation*}
$$

where $h\left(y_{1}, \ldots, y_{r}\right)$ is a nonzero polynomial. Let $d_{i}:=\operatorname{deg} f_{i}$. We may assume that $h$ is quasi-homogeneous (with $\operatorname{deg} y_{i}=d_{i}$ ), of the lowest possible degree. Let $x_{k}$ be linear coordinates on $V, \partial_{k}:=\frac{\partial}{\partial x_{k}}$. Differentiating (7) with respect to $x_{k}$ and using the chain rule, we get

$$
\begin{equation*}
\sum_{j=1}^{r} h_{j}(\mathbf{f}) \partial_{k} f_{j}=0 \tag{8}
\end{equation*}
$$

where $\mathbf{f}:=\left(f_{1}, \ldots, f_{r}\right)$ and $h_{j}:=\frac{\partial h}{\partial y_{j}}$. By renumbering $f_{j}$ if needed, we may assume that $h_{1}(\mathbf{f}), \ldots, h_{m}(\mathbf{f})$ is a minimal generating set of the ideal $\left(h_{1}(\mathbf{f}), \ldots, h_{r}(\mathbf{f})\right) \subset \mathbb{C}[V]$. Moreover, since $h$ is of lowest degree, $h_{i}(\mathbf{f}) \neq 0$ for some $i$, so $m \geq 1$. Then for $i>m$ we have

$$
h_{i}(\mathbf{f})=\sum_{\substack{j=1 \\ 59}}^{m} g_{i j} h_{j}(\mathbf{f})
$$

for some homogeneous polynomials $g_{i j} \in \mathbb{C}[V]$ of degree

$$
\operatorname{deg} h_{i}-\operatorname{deg} h_{j}=d_{j}-d_{i} .
$$

Substituting this into (8), we get

$$
\sum_{j=1}^{m} p_{j} h_{j}(\mathbf{f})=0
$$

where

$$
p_{j}:=\partial_{k} f_{j}+\sum_{i=m+1}^{r} g_{i j} \partial_{k} f_{i} .
$$

Since $h_{1}(\mathbf{f}) \notin\left(h_{2}(\mathbf{f}), \ldots, h_{m}(\mathbf{f})\right)$, by Lemma 11.3 applied to $F_{i}=h_{i}(\mathbf{f})$, $1 \leq i \leq m$, we have $p_{1} \in I$. Thus

$$
\partial_{k} f_{1}+\sum_{i=m+1}^{r} g_{i 1} \partial_{k} f_{i}=\sum_{i=1}^{r} q_{i k} f_{i}
$$

where $q_{i k} \in \mathbb{C}[V]$ are homogeneous of degree $d_{1}-d_{i}-1$. Let us multiply this equation by $x_{k}$ and add over all $k$. Then we get

$$
\begin{equation*}
d_{1} f_{1}+\sum_{i=m+1}^{r} g_{i 1} d_{i} f_{i}=\sum_{i=1}^{r} q_{i} f_{i} \tag{9}
\end{equation*}
$$

where $q_{i}:=\sum_{k} x_{k} q_{i k}$. In particular, $q_{i}$ are homogeneous of strictly positive degree. All terms in this equation are homogeneous of the same degree $d_{1}$, so we must have $q_{1}=0$. Thus (9) implies that $f_{1} \in$ $\left(f_{2}, \ldots, f_{r}\right)$, a contradiction with our minimality assumption.

Now, by Lemmas 11.4 and 11.1 , we have $\mathbb{C}[V]^{G}=\mathbb{C}\left[f_{1}, \ldots, f_{r}\right]$. This proves the "if" direction of the Chevalley-Shephard-Todd theorem.

Remark 11.5. Note that $r=\operatorname{trdeg}\left(\mathbb{C}(V)^{G}\right)=\operatorname{trdeg}(\mathbb{C}(V))=n$, where $n=\operatorname{dim} V$ and trdeg denotes the transcendence degree of a field, since transcendence degree does not change under finite extensions.

### 11.2. A lemma on group actions.

Lemma 11.6. Let $U$ be an affine space over $\mathbb{C}$ and $G$ a finite group acting on $U$ by polynomial automorphisms.
(i) Let $u \in U$ be a point with trivial stabilizer in $G$. Then there exists a local coordinate system on $U$ near $u$ consisting of elements of $\mathbb{C}[U]^{G}$.
(ii) Maximal ideals in $\mathbb{C}[U]^{G}$ (i.e., characters $\chi: \mathbb{C}[U]^{G} \rightarrow \mathbb{C}$ ) are in bijection with $G$-orbits on $U$, which assigns to an orbit $G u$ the character $\chi_{u}(f):=f(u)$. Thus the set of maximal ideals in $\mathbb{C}[U]^{G}$ is $U / G$.

Proof. (i) Pick a basis $\left\{e_{i}\right\}$ of $T_{u}^{*} U$. Since $g u \neq u$ for any $g \in G, g \neq 1$, there exist $y_{i} \in \mathbb{C}[U], 1 \leq i \leq \operatorname{dim} U$ such that the linear approximation of $y_{i}$ at $g u$ is zero for all $g \neq 1, y_{i}(u)=0$, and $d y_{i}(u)=e_{i}$. Let $y_{i}^{*}$ be the average of $y_{i}$ over $G$. Then $\left\{y_{i}^{*}\right\}$ form a required coordinate system.
(ii) Suppose $v, u \in U, v \notin G u$, then $G u \cap G v=\emptyset$, so there exists $f \in \mathbb{C}[U]$ such that $\left.f\right|_{G v}=0,\left.f\right|_{G u}=1$. Moreover, by replacing $f$ by $f^{*}$, we may choose such $f \in \mathbb{C}[U]^{G}$. Then $\chi_{v}(f)=0$ while $\chi_{u}(f)=1$, so $\chi_{u} \neq \chi_{v}$, hence $u \mapsto \chi_{u}$ is injective. To show that it's also surjective, take a maximal ideal $\mathfrak{m} \subset \mathbb{C}[U]^{G}$. It generates an ideal $I \subset \mathbb{C}[U]$ whose projection to $\mathbb{C}[U]^{G}$ is $\mathfrak{m}$. Thus $I$ is a proper ideal, so by the Nullstellensatz, its zero set $Z \subset U$ is non-empty. Let $u \in Z$, then for any $f \in \mathfrak{m}, \chi_{u}(f)=f(u)=0$. Hence $\mathfrak{m}=\operatorname{Ker} \chi_{u}$, as desired.

### 11.3. Proof of the CST theorem, part I, the "only if" direction. 15

Let $G \subset G L(V)$ be a finite subgroup. Let $H$ be the normal subgroup of $G$ generated by the complex reflections of $G$. Then by the "if" part of the theorem, $\mathbb{C}[V]^{H}$ is a polynomial algebra with an action of $G / H$. In other words, using Lemma 11.6 (ii), $U:=V / H$ is an affine space with a (possibly non-linear) action of $G / H$.

Moreover, we claim that $G / H$ acts freely on $U$ outside of a set of codimension $\geq 2$. Indeed, if $1 \neq s \in G / H$ then $h s$ is not a reflection for any $h \in H$, so $Y_{s}:=\cup_{h \in H} V^{h s}$ has codimension $\geq 2$. Now, for any $v$ in the preimage of $U^{s}$ in $V$ we have $s v=h^{-1} v$ for some $h \in H$, thus $h s v=v$ and $v \in Y_{s}$. Thus $U^{s}$ is contained in the image of $Y_{s}$ in $U$, hence $\operatorname{codim}\left(U^{s}\right) \geq 2$, as claimed.

Now assume that $\mathbb{C}[V]^{G}$ is a polynomial algebra, and let $V / G=W$ be the corresponding affine space. Consider the natural regular map $\eta: V / H=U \rightarrow V / G=W$ between $n$-dimensional affine spaces, and let $J \in \mathbb{C}[U]$ be the Jacobian of this map (well defined up to scaling). If $u \in U$ and the stabilizer of $u$ in $G / H$ is trivial then by Lemma 11.6, $\eta$ is étale at $u$, hence $J(u) \neq 0$. But as shown above, the complement of such points has codimension $\geq 2$. This implies that $J=$ const, as a nonconstant polynomial would vanish on a subset of codimension 1. Thus by the inverse function theorem $\eta$ is an isomorphism near 0 , in particular bijective, hence $H=G$.

Remark 11.7. Let $X$ be an smooth affine algebraic variety over $\mathbb{C}$ and $G$ be a finite group of automorphisms of $X$. Then by the HilbertNoether lemma, $\mathbb{C}[X]^{G}$ is finitely generated, so $X / G:=\operatorname{Spec} \mathbb{C}[X]^{G}$ is an affine algebraic variety. The Chevalley-Shephard-Todd theorem

[^9]implies that $X / G$ is smooth at the image $x^{*} \in X / G$ of $x \in X$ if and only if the stabilizer $G_{x}$ of $x$ is a complex reflection group in $G L\left(T_{x} X\right)$. In particular, $X / G$ is smooth iff all stabilizers are complex reflection groups. This follows from the formal Cartan lemma: any action of a finite group $G$ on a formal polydisk $D$ over a field of characteristic zero is equivalent to its linearization (i.e., to the action of $G$ on the formal neighborhood of 0 in the tangent space to $D$ at its unique geometric point).

## 12. Chevalley-Shephard-Todd theorem, part II

12.1. Degrees of a complex reflection group. The degrees $d_{i}$ of the generators $f_{i}$ of $\mathbb{C}[V]^{G}$ for a complex reflection group $G$ are uniquely determined up to relabelings (even though $f_{i}$ themselves are not). Indeed, recall that for a $\mathbb{Z}$-graded vector space $M$ with finite dimensional homogeneous components its Hilbert series is

$$
H(M, q)=\sum_{i \in \mathbb{Z}} \operatorname{dim} M[i] q^{i}
$$

(also called Hilbert polynomial if $\operatorname{dim} M<\infty$ ). Then the Hilbert series of $\mathbb{C}[V]^{G}$ is

$$
H\left(\mathbb{C}[V]^{G}, q\right)=\frac{1}{\prod_{i=1}^{r}\left(1-q^{d_{i}}\right)},
$$

which uniquely determines $d_{i}$. These numbers are usually arranged in non-decreasing order and are called the degrees of $G$. For instance, for Weyl groups of classical simple Lie algebras we saw in Examples 10.310 .4 that in type $A_{n-1}$ the degrees are $2,3, \ldots, n$, for $B_{n}$ and $C_{n}$ they are $2,4, \ldots, 2 n$, and for $D_{n}$ they are $2,4, \ldots, 2 n-2$ and $n$. In particular, in the last case, if $n$ is even, the degree $n$ occurs twice.
12.2. $\mathbb{C}[V]$ as a $\mathbb{C}[V]^{G}$-module. Let $R$ be a commutative ring. Let $A$ be a commutative $R$-algebra with an $R$-linear action of a finite group $G$.

Proposition 12.1. (Hilbert-Noether theorem) (i) $A$ is integral over $A^{G}$. In particular, if $A$ finitely generated then it is module-finite over $A^{G}$.
(ii) If $R$ is Noetherian and $A$ is finitely generated then so is $A^{G}$.

Proof. (i) We will prove only the first statement, as the second one then follows immediately. For $a \in A$, consider the monic polynomial

$$
P_{a}(x):=\prod_{g \in G}(x-g a) .
$$

It is easy to see that $P_{a} \in A^{G}[x]$ and $P_{a}(a)=0$, which implies the statement.
(ii) This follows from (i) and the Artin-Tate lemma: If $B \subset A$ is an $R$-subalgebra of a finitely generated $R$-algebra $A$ over a Noetherian ring $R$ and $A$ is module-finite over $B$ then $B$ is finitely generated ${ }^{16}$

[^10]This shows for any finite $G \subset G L(V)$, the algebra $\mathbb{C}[V]$ is modulefinite over $\mathbb{C}[V]^{G}$. Note that in (ii) we again proved that $\mathbb{C}[V]^{G}$ is finitely generated.

Theorem 12.2. (Chevalley-Shephard-Todd theorem, part II) If $G$ is a complex reflection group then for any irreducible representation $\rho$ of $G$, the $\mathbb{C}[V]^{G}$-module $\operatorname{Hom}_{G}(\rho, \mathbb{C}[V])$ is free of rank $\operatorname{dim} \rho$. Thus the $G$-module $R_{0}=\mathbb{C}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}, \ldots, f_{n}\right)$ is the regular representation and $\prod_{i=1}^{n} d_{i}=|G|$. Moreover, the Hilbert polynomial $H\left(R_{0}, q\right):=$ $\sum_{N \geq 0} \operatorname{dim} R_{0}[N] q^{N}$ is

$$
H\left(R_{0}, q\right)=\prod_{i=1}^{n}\left[d_{i}\right]_{q}
$$

where $[d]_{q}:=\frac{1-q^{d}}{1-q}=1+q+\ldots+q^{d-1}$.
Thus we see that the Hilbert polynomial of $\operatorname{Hom}_{G}\left(\rho, R_{0}\right)$ is some polynomial $K_{\rho}(q)$ with nonnegative integer coefficients and $K_{\rho}(1)=$ $\operatorname{dim} \rho$. It is called the Kostka polynomial. We have

$$
\sum_{\rho} K_{\rho}(q) \operatorname{dim} \rho=H\left(R_{0}, q\right)=\prod_{i=1}^{n}\left[d_{i}\right]_{q}
$$

For example, for $G=S_{3}$ and $V$ the reflection representation we have three irreducible representations: $\mathbb{C}_{+}$(trivial), $\mathbb{C}_{-}(\operatorname{sign})$ and $V$. We have $K_{\mathbb{C}_{+}}(q)=1$ and

$$
1+2 K_{V}(q)+K_{\mathbb{C}_{-}}(q)=(1+q)\left(1+q^{2}\right)=1+2 q+2 q^{2}+q^{3}
$$

It follows that

$$
K_{V}(q)=q+q^{2}, K_{\mathbb{C}_{-}}(q)=q^{3} .
$$

12.3. Graded modules. For the proof of Theorem 12.2 we need to recall some basics from commutative algebra, which we discuss in the next few subsections.

Let $k$ be a field, $S$ a $\mathbb{Z}_{+}$-graded (not necessarily commutative) $k$ algebra with generators $f_{i}$ of positive integer degrees $\operatorname{deg} f_{i}=d_{i}, M$ a $\mathbb{Z}_{+}$-graded left $S$-module, and $M_{0}:=M / S_{+} M$, where $S_{+} \subset S$ is the augmentation ideal.
$\overline{\text { with } b_{i j}, b_{i j k}} \in B$. Then $A$ is module-finite over the $R$-algebra $B_{0} \subset B$ generated by $b_{i j}, b_{i j k}$ (namely, it is generated as a module over $B_{0}$ by the $y_{i}$ ). Using that $R$ and hence $B_{0}$ is Noetherian, we obtain that $B$ is also module-finite over $B_{0}$. Since $B_{0}$ is a finitely generated $R$-algebra, so is $B$.

Lemma 12.3. (i) Any homogeneous lift $\left\{v_{i}^{*}\right\}$ of a homogeneous basis $\left\{v_{i}\right\}$ of $M_{0}$ to $M$ is a system of generators for $M$; in particular, if $\operatorname{dim} M_{0}<\infty$ then $M$ is finitely generated.
(ii) If in addition $M$ is projective, then $\left\{v_{i}^{*}\right\}$ is actually a basis of $M$ (in particular, $M$ is free). Thus if $\operatorname{dim} M_{0}[i]<\infty$ for all $i$ then

$$
H(M, q)=H\left(M_{0}, q\right) H(S, q)
$$

In particular, if $S=k\left[f_{1}, \ldots, f_{n}\right]$ then

$$
H(M, q)=\frac{H\left(M_{0}, q\right)}{\prod_{i=1}^{n}\left(1-q^{d_{i}}\right)} .
$$

Proof. (i) We prove that any homogeneous element $u \in M$ is a linear combination of $v_{i}^{*}$ with coefficients in $S$ by induction in $\operatorname{deg} u$ (with obvious base). Namely, if $u_{0}$ is the image of $u$ in $M_{0}$ then $u_{0}=\sum_{i} c_{i} v_{i}$ for some $c_{i} \in k\left(c_{i}=0\right.$ unless $\left.\operatorname{deg} v_{i}=\operatorname{deg} u\right)$, and so

$$
u-\sum_{i} c_{i} v_{i}^{*}=\sum_{j} f_{j} u_{j}
$$

with $\operatorname{deg} u_{j}=\operatorname{deg} u-d_{j}$. So by the induction assumption $u_{j}=\sum_{i} p_{i j} v_{i}^{*}$ for some homogeneous $p_{i j} \in S$ of degree $\operatorname{deg} u-d_{j}-\operatorname{deg} v_{i}^{*}$, and we get

$$
u=\sum_{i} p_{i} v_{i}^{*}
$$

where $p_{i}:=c_{i}+\sum_{j} f_{j} p_{i j} \cdot{ }^{17}$
(ii) Let $M^{\prime}$ be the free graded $S$-module with basis $w_{i}$ of degrees $\operatorname{deg} w_{i}=\operatorname{deg} v_{i}$, and $f: M^{\prime} \rightarrow M$ be the surjection sending $w_{i}$ to $v_{i}^{*}$. Since $M$ is projective, the map

$$
f \circ: \operatorname{Hom}\left(M, M^{\prime}\right) \rightarrow \operatorname{Hom}(M, M)
$$

is surjective, so we can pick a homogeneous $g: M \rightarrow M^{\prime}$ of degree 0 such that $f \circ g=\operatorname{id}_{M}$. Then $g \circ f: M^{\prime} \rightarrow M^{\prime}$ is a projection which identifies $M^{\prime}$ with $M \oplus \operatorname{Ker} f$ as a graded $S$-module. But the map $f_{0}: M_{0}^{\prime} \rightarrow M_{0}$ induced by $f$ sends the basis $w_{i}$ of $M_{0}^{\prime}$ to the basis $v_{i}$ of $M_{0}$, so is an isomorphism. It follows that $(\operatorname{Ker} f)_{0}=0$, so $\operatorname{Ker} f=0$ and $f$ is an isomorphism, as claimed.
12.4. Koszul complexes. Let $R$ be a commutative ring and $f \in R$. Then we can define a 2-step Koszul complex $K_{R}(f)=[R \rightarrow R]$ with the differential given by multiplication by $f$ (the two copies of $R$ sit in degrees -1 and 0$)$. We have $H^{0}\left(K_{R}(f)\right)=R /(f)$, and $K_{R}(f)$ is exact

[^11]in degree -1 if and only if $f$ is not a zero divisor in $R$. This allows us to define the Koszul complex of several elements of $R$ :
$$
K_{R}\left(f_{1}, \ldots, f_{m}\right)=K_{R}\left(f_{1}\right) \otimes_{R} \ldots \otimes_{R} K_{R}\left(f_{m}\right)
$$
with $H^{0}\left(K_{R}\left(f_{1}, \ldots, f_{m}\right)\right)=R /\left(f_{1}, \ldots, f_{m}\right)$. Thus
$$
K_{R}\left(f_{1}, \ldots, f_{m}\right)=K_{R}\left(f_{1}, \ldots, f_{m-1}\right) \otimes_{R} K_{R}\left(f_{m}\right)
$$

For example, let $R:=k\left[x_{1}, \ldots, x_{n}\right]$ for a field $k$. Then the complex $K_{n}:=K_{R}\left(x_{1}, \ldots, x_{n}\right)=K_{1}^{\otimes n}$ is acyclic in negative degrees and has $H^{0}=k$. Thus for any commutative $k$-algebra $S$, the complex $K_{R \otimes S}\left(x_{1}, \ldots, x_{n}\right):=K_{R}\left(x_{1}, \ldots, x_{n}\right) \otimes S$ is acyclic in negative degrees and has $H^{0}=S$. By taking $S=R$ and making a linear change of variable, this yields a free resolution of $R$ as an $R$-bimodule called the Koszul resolution, which we'll denote it by $K_{n}$ :
$0 \rightarrow R \otimes \wedge^{n} k^{n} \otimes R \rightarrow \ldots \rightarrow R \otimes \wedge^{2} k^{n} \otimes R \rightarrow R \otimes k^{n} \otimes R \rightarrow R \otimes R \rightarrow R$.
Now if $M$ is any $R$-module then $K_{n} \otimes_{R} M$ is a free resolution of $M$ of length $n$. Thus we obtain

Proposition 12.4. If $i>n$ then for any $k\left[x_{1}, \ldots, x_{n}\right]$-modules $M, N$, one has $\operatorname{Ext}^{i}(M, N)=0$.
12.5. Syzygies. Now assume that $M$ is a finitely generated graded module over $R=k\left[x_{1}, \ldots, x_{n}\right]$. Then $M=: M_{0}$ is a quotient of $R \otimes V_{0}$, where $V_{0}$ is a finite dimensional graded vector space. By the Hilbert basis theorem, the kernel $M_{1}$ of the map $\phi_{0}: R \otimes V_{0} \rightarrow M$ is finitely generated, so is a quotient of $R \otimes V_{1}$ for some finite dimensional graded space $V_{1}$, and the kernel $M_{2}$ of $\phi_{1}: R \otimes V_{1} \rightarrow M_{1}$ is finitely generated, and so on. The long exact sequences of Ext groups associated to the short exact sequences

$$
0 \rightarrow M_{j+1} \rightarrow R \otimes V_{j} \rightarrow M_{j} \rightarrow 0
$$

and Proposition 12.4 then imply by induction in $j$ that $\operatorname{Ext}^{i}\left(M_{j}, N\right)=0$ for any $R$-module $N$ if $i>n-j$. In particular, the module $M_{n}$ is projective, hence free by Lemma 12.3 , i.e., we may take $V_{n}$ such that $M_{n}=R \otimes V_{n}$. This gives a free resolution of $M$ by finitely generated graded $R$-modules:

$$
0 \rightarrow R \otimes V_{n} \rightarrow \ldots \rightarrow R \otimes V_{0} \rightarrow M
$$

Thus, taking graded Euler characteristic we obtain
Theorem 12.5. (Hilbert syzygies theorem) We have

$$
H(M, q)=\frac{p(q)}{(1-q)^{n}}
$$

where $p$ is a polynomial with integer coefficients.
Proof. Indeed, $p$ is just the alternating sum of the Hilbert polynomials of $V_{j}$.
12.6. The Hilbert-Samuel polynomial. Let $R$ be a commutative Noetherian ring and $\mathfrak{m} \subset R$ a maximal ideal. Then $R / \mathfrak{m}=k$ is a field and $\mathfrak{m}^{N} / \mathfrak{m}^{N+1}$ is a finite dimensional $k$-vector space. Thus $\operatorname{gr}(R):=\oplus_{N \geq 0} \mathfrak{m}^{N} / \mathfrak{m}^{N+1}\left(\right.$ where $\left.\mathfrak{m}^{0}:=R\right)$ is a graded algebra generated in degree 1. So by the Theorem 12.5, the Hilbert series

$$
H(\operatorname{Gr}(R), q)=\sum_{N \geq 0} \operatorname{dim}_{k}\left(\mathfrak{m}^{N} / \mathfrak{m}^{N+1}\right) q^{N}
$$

is a rational function of the form $\frac{p(q)}{(1-q)^{m}}$, where $p$ is a polynomial and $m=\operatorname{dim}_{k}\left(\mathfrak{m} / \mathfrak{m}^{2}\right)$. Hence

$$
P_{R, \mathfrak{m}}(N):=\sum_{j=0}^{N-1} \operatorname{dim}_{k}\left(\mathfrak{m}^{j} / \mathfrak{m}^{j+1}\right)=\operatorname{length}\left(R / \mathfrak{m}^{N}\right)
$$

is a polynomial in $N$ for large enough $N$ called the Hilbert-Samuel polynomial of $R$ at $\mathfrak{m}$. The degree of this polynomial equals the order of the pole of $H(\operatorname{Gr}(R), q)$ at $q=1$. We call this degree the dimension of $R$ at $\mathfrak{m}$, denoted $\operatorname{dim}_{\mathfrak{m}} R$. For example, if $R=k\left[x_{1}, \ldots, x_{n}\right]$ and $\mathfrak{m}$ is any maximal ideal then $P_{R, \mathfrak{m}}(N)=\binom{N+n-1}{n}$, so $\operatorname{dim}_{\mathfrak{m}} R=n$.
Lemma 12.6. Let $f \in \mathfrak{m}$. Then $\operatorname{dim}_{\mathfrak{m}}(R / f) \geq \operatorname{dim}_{\mathfrak{m}} R-1$.
Proof. The ideal $(f)$ in $R / \mathfrak{m}^{N}$ is the image of $f R / \mathfrak{m}^{N-1}$. So we have

$$
\begin{aligned}
& P_{R / f, \mathfrak{m}}(N)=\operatorname{length}\left(\left(R / \mathfrak{m}^{N}\right) / f\right) \geq \operatorname{length}\left(R / \mathfrak{m}^{N}\right)-\operatorname{length}\left(R / \mathfrak{m}^{N-1}\right) \\
&=P_{R, \mathfrak{m}}(N)-P_{R, \mathfrak{m}}(N-1),
\end{aligned}
$$

which implies the statement.
Let $k$ be an algebraically closed field and $\mathfrak{m}_{p} \subset k\left[x_{1}, \ldots, x_{n}\right]$ be the maximal ideal corresponding to $p \in k^{n}$.

Corollary 12.7. Let $f_{1}, \ldots, f_{m} \in k\left[x_{1}, \ldots, x_{n}\right]$ be homogeneous polynomials. Let $Z$ be an irreducible component of the zero set $Z\left(f_{1}, \ldots, f_{m}\right) \subset$ $k^{n}$. Then $\operatorname{dim}_{\mathfrak{m}_{0}} k[Z] \geq n-m$.

Proof. Let $p \in Z$ be not contained in other components of $Z\left(f_{1}, \ldots, f_{m}\right)$. Applying Lemma 12.6 repeatedly, we get $\operatorname{dim}_{\mathfrak{m}_{p}} k[Z] \geq n-m$. But $\mathfrak{m}_{0}=\operatorname{gr}\left(\mathfrak{m}_{p}\right)$, hence $\mathfrak{m}_{0}^{N} \subset \operatorname{gr}\left(\mathfrak{m}_{p}^{N}\right)$ and $k[Z] / \mathfrak{m}_{p}^{N}$ is a quotient of $k[Z] / \mathfrak{m}_{0}^{N}$. Thus $\operatorname{dim}_{\mathfrak{m}_{0}} k[Z] \geq \operatorname{dim}_{\mathfrak{m}_{p}} k[Z]^{18}$, so $\operatorname{dim}_{\mathfrak{m}_{0}} k[Z] \geq n-m$.

[^12]12.7. Regular sequences. Let $R$ be a commutative ring. A sequence $f_{1}, \ldots, f_{n} \in R$ is called a regular sequence if for each $j \in[1, n], f_{j}$ is not a zero divisor in $R /\left(f_{1}, \ldots, f_{j-1}\right)$, and $R /\left(f_{1}, \ldots, f_{n}\right) \neq 0$.
Lemma 12.8. If $f_{1}, \ldots, f_{n} \in R$ is a regular sequence then the complex $K_{R}\left(f_{1}, \ldots, f_{n}\right)$ is exact in negative degrees.
Proof. The proof is by induction in $n$ with obvious base. For the induction step, note that by the inductive assumption $K_{R}\left(f_{1}, \ldots, f_{n-1}\right)$ is exact in negative degrees with $H^{0}=R /\left(f_{1}, \ldots, f_{n-1}\right)$, so the cohomology of $K_{R}\left(f_{1}, \ldots, f_{n}\right)$ coincides with the cohomology $K_{R /\left(f_{1}, \ldots, f_{n-1}\right)}\left(f_{n}\right)$, which vanishes in negative degrees since $f_{n}$ is not a zero divisor in $R /\left(f_{1}, \ldots, f_{n-1}\right)$.

Now let $k$ be an algebraically closed field.
Proposition 12.9. Suppose $f_{1}, \ldots, f_{n} \in R:=k\left[x_{1}, \ldots, x_{n}\right]$ are homogeneous polynomials of positive degree such that the zero set $Z\left(f_{1}, \ldots, f_{n}\right)$ consists of the origin. Then $f_{1}, \ldots, f_{n}$ is a regular sequence.
Proof. We need to show that for each $m \leq n-1, f_{m+1}$ is not a zero divisor in $R_{m}:=k\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}, \ldots, f_{m}\right)$. Let $Z_{m}=Z\left(f_{1}, \ldots, f_{m}\right)$. It suffices to show that $f_{m+1}$ does not vanish on any irreducible component of $Z_{m}$. Assume the contrary, i.e., that it vanishes on such a component $Z_{m}^{0}$. By Corollary 12.7, we have $\operatorname{dim}_{\mathfrak{m}_{0}} k\left[Z_{m}^{0}\right] \geq n-m$. Since $f_{m+1}=0$ on $Z_{m}^{0}$, using Lemma 12.6 repeatedly, we get

$$
\operatorname{dim}_{\mathfrak{m}_{0}} k\left[Z_{m}^{0}\right] /\left(f_{m+1}, \ldots, f_{n}\right) \geq 1
$$

which is a contradiction, as the zero set of $f_{m+1}, \ldots, f_{n}$ on $Z_{m}^{0}$ consists just of the origin, so this dimension must be zero.
Proposition 12.10. Suppose $f_{1}, . ., f_{n} \in R:=k\left[x_{1}, \ldots, x_{n}\right]$ are homogeneous polynomials of degrees $d_{1}, \ldots, d_{n}>0$ such that $R$ is a finitely generated module over $S:=k\left[f_{1}, \ldots, f_{n}\right]$. Then this module is free of rank $\prod_{i=1}^{n} d_{i}$. Moreover, the Hilbert polynomial of $R_{0}:=k\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}, \ldots, f_{m}\right)$ (or, equivalently, of a space of free homogeneous generators of this module) is

$$
\begin{equation*}
H\left(R_{0}, q\right)=\prod_{i=1}^{n}\left[d_{i}\right]_{q} \tag{10}
\end{equation*}
$$

Proof. By Lemma 12.3, it suffices to show that $R$ is a free $S$-module. By assumption $R_{0}$ is finite dimensional, i.e., the equations

$$
f_{1}=\ldots=f_{n}=0
$$

have only the zero solution. By Proposition 12.9 , this implies that $f_{1}, \ldots, f_{n}$ is a regular sequence, so by Lemma 12.8 the Koszul complex
$K_{R}\left(f_{1}, \ldots, f_{n}\right)$ associated to this sequence is exact in negative degrees. Now, write $S$ as $k\left[a_{1}, \ldots, a_{n}\right]$ with $\operatorname{deg} a_{j}=0$ and consider the complex $K_{R \otimes S}\left(f_{1}-a_{1}, \ldots, f_{n}-a_{n}\right)$. This complex is filtered by degree with associated graded being

$$
K_{R \otimes S}\left(f_{1}, \ldots, f_{n}\right)=K_{R}\left(f_{1}, \ldots, f_{n}\right) \otimes S
$$

Thus $K_{R \otimes S}\left(f_{1}-a_{1}, \ldots, f_{n}-a_{n}\right)$ is also exact in nonzero degrees with

$$
H^{0}=k\left[x_{1}, \ldots, x_{n}, a_{1}, \ldots, a_{n}\right] /\left(f_{1}-a_{1}, \ldots, f_{n}-a_{n}\right)=R .
$$

and the associated graded under the above filtration is $\operatorname{gr}(R)=R_{0} \otimes S$ as an $S$-module. This module is free over $S$, hence so is $R$.

Remark 12.11. Let $f_{1}, \ldots, f_{r}$ be a regular sequence of homogeneous polynomials in $k\left[x_{1}, \ldots, x_{n}\right]$ of positive degree and $Z_{m} \subset k^{n}$ be the zero set of $f_{1}, \ldots, f_{m}$. Then $f_{m+1}$ is not a zero divisor in $k\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}, \ldots, f_{m}\right)$, hence does not vanish identically on any irreducible component of $Z_{m}$. So by induction in $m$ we get that the dimension of every irreducible component of $Z_{m}$ is $\leq n-m$. By Corollary 12.7 , this implies that this dimension is precisely $n-m$; in particular, $r \leq n$, and every irreducible component of the affine scheme $\mathcal{Z}:=\operatorname{Speck}\left[x_{1}, \ldots, x_{n}\right] /\left(f_{1}, \ldots, f_{r}\right)$ has dimension $n-r$. Such a scheme is called a complete intersection. In fact, it follows by induction in $r$ that $\mathcal{Z}$ is a complete intersection precisely when all its irreducible components have dimension $\leq n-r$ (in which case they have dimension exactly $n-r$ ). In particular, if $r=n$, this means that the only $k$-point of $\mathcal{Z}$ is the origin, as indicated in Proposition 12.9. Thus the converse of this proposition also holds.
12.8. Proof of the CST Theorem, Part II. We are now ready to prove Theorem 12.2. It follows from Proposition 12.10, Lemma 12.1 and Theorem 10.6 that $\mathbb{C}[V]$ is a free $\mathbb{C}[V]^{G}$-module. Since $\mathbb{C}[V]=$ $\oplus_{\rho} \operatorname{Hom}_{G}(\rho, \mathbb{C}[V]) \otimes \rho$, it follows by Lemma 12.3(ii) that $\operatorname{Hom}_{G}(\rho, \mathbb{C}[V])$ is also a free $\mathbb{C}[V]^{G}$-module (as it is graded and projective). Finally, the rank of this module equals

$$
\operatorname{dim}_{\mathbb{C}(V)^{G}}\left(\mathbb{C}(V)^{G} \otimes_{\mathbb{C}[V]^{G}} \operatorname{Hom}_{G}(\rho, \mathbb{C}[V])\right)=\operatorname{dim}_{\mathbb{C}(V)^{G}} \operatorname{Hom}_{G}(\rho, \mathbb{C}(V)),
$$

which equals $\operatorname{dim} \rho$ by basic Galois theory $(\mathbb{C}(V)$ is a regular representation of $G$ over $\left.\mathbb{C}(V)^{G}\right)$.

## 13. Kostant's theorem

13.1. Kostant's theorem for $S \mathfrak{g}$. Let $\mathfrak{g}$ be a semisimple complex Lie algebra.

Theorem 13.1. (Kostant) $S \mathfrak{g}$ is a free $(S \mathfrak{g})^{\mathfrak{g}}$-module. Moreover, for every finite dimensional irreducible representation $V$ of $\mathfrak{g}$, the space $\operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g})$ is a free $(S \mathfrak{g})^{\mathfrak{g}}$ module of rank $\operatorname{dim} V[0]$, the dimension of the zero weight space of $V$.

The rest of the subsection is dedicated to the proof of this theorem. Introduce a filtration on $S \mathfrak{g}$ by setting $\operatorname{deg}\left(\mathfrak{g}_{\alpha}\right)=1$ for all roots $\alpha$ and $\operatorname{deg} \mathfrak{h}=2$. Then $\operatorname{gr}(S \mathfrak{g})=S \mathfrak{n}_{-} \otimes S \mathfrak{h} \otimes S \mathfrak{n}_{+}$and by the Chevalley restriction theorem, $\operatorname{gr}(S \mathfrak{g})^{\mathfrak{g}}$ is identified with the subalgebra $(S \mathfrak{h})^{W}$ of the middle factor. Thus by the Chevalley-Shephard-Todd theorem, $\operatorname{gr}(S \mathfrak{g})$ is a free $\operatorname{gr}(S \mathfrak{g})^{\mathfrak{g}}$-module. It follows that $S \mathfrak{g}$ is a free $(S \mathfrak{g})^{\mathfrak{g}}$ module (namely, any lift of a homogeneous basis of the graded module is a basis of the filtered module).

Now recall that

$$
\begin{equation*}
S \mathfrak{g}=\oplus_{V \in \operatorname{Irr}(\mathfrak{g})} V \otimes \operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g}) \tag{11}
\end{equation*}
$$

Thus $\operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g})$ is a graded direct summand in $S \mathfrak{g}$. It follows that $\operatorname{Hom}_{\mathfrak{g}}\left(V, S \mathfrak{g}\right.$ ) is a projective, hence free $(S \mathfrak{g})^{\mathfrak{g}}$-module (using Lemma 12.3(ii)).

It remains to prove the formula for the rank of $\operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g})$. To this end, consider the $Q$-graded Hilbert series of $S \mathfrak{g}$, i.e., the generating function of the characters of symmetric powers of $\mathfrak{g}$ :

$$
H_{Q}(S \mathfrak{g}, q):=\sum_{m \geq 0}\left(\sum_{\mu \in Q} \operatorname{dim} S^{m} \mathfrak{g}[\mu] e^{\mu}\right) q^{m} \in \mathbb{C}[Q][[q]] .
$$

Since $S \mathfrak{g}=S \mathfrak{h} \otimes \bigotimes_{\alpha \in R} S \mathfrak{g}_{\alpha}$, we have

$$
H_{Q}(S \mathfrak{g}, q)=\frac{1}{(1-q)^{r}} \prod_{\alpha \in R} \frac{1}{1-q e^{\alpha}}
$$

where $r=\operatorname{rank}(\mathfrak{g})$. On the other hand, by (11),

$$
H_{Q}(S \mathfrak{g}, q)=\sum_{V \in \operatorname{Irr}(\mathfrak{g})} H\left(\operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g}), q\right) \chi_{V}
$$

where $\chi_{V}$ is the character of $V$.
Now, by the Chevalley restriction theorem $(S \mathfrak{g})^{\mathfrak{g}} \cong(S \mathfrak{h})^{W}$, so

$$
H\left(\operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g}), q\right)=\underset{70}{H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right) H\left((S \mathfrak{h})^{W}, q\right) .}
$$

Thus by the Chevalley-Shephard-Todd theorem,

$$
H\left(\operatorname{Hom}_{\mathfrak{g}}(V, S \mathfrak{g}), q\right)=H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right) \prod_{i=1}^{r} \frac{1}{1-q^{d_{i}}}
$$

So we get

$$
\sum_{V \in \operatorname{Irr}(\mathfrak{g})} H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right) \chi_{V}=\frac{\prod_{i=1}^{r}\left[d_{i}\right]_{q}}{\prod_{\alpha \in R}\left(1-q e^{\alpha}\right)}
$$

By character orthogonality, $H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right)$ is the inner product of the right hand side of this equality with $\chi_{V}$ :

$$
H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right)=\left(\frac{\prod_{i=1}^{r}\left[d_{i}\right]_{q}}{\prod_{\alpha \in R}\left(1-q e^{\alpha}\right)}, \chi_{V}\right)
$$

Recall that the inner product on $\mathbb{C}[P]$ making the characters orthonormal is given by the formula

$$
(\phi, \psi)=\frac{1}{|W|} \mathrm{CT}\left(\phi \psi^{*} \prod_{\alpha \in R}\left(1-e^{\alpha}\right)\right)
$$

where where CT denotes the constant term and $*$ is the automorphism of $\mathbb{C}[P]$ given by $\left(e^{\mu}\right)^{*}=e^{-\mu}$. Thus, using that $\chi_{V}^{*}=\chi_{V^{*}}$, we get

$$
\begin{equation*}
H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right)=\frac{\prod_{i=1}^{r}\left[d_{i}\right]_{q}}{|W|} \mathrm{CT}\left(\chi_{V^{*}} \prod_{\alpha \in R} \frac{1-e^{\alpha}}{1-q e^{\alpha}} .\right) \tag{12}
\end{equation*}
$$

In this formula $q$ is a formal parameter, but the right hand side converges to an analytic function in the disk $|q|<1$, since it can be written as an integral:

$$
H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right)=\frac{\prod_{i=1}^{r}\left[d_{i}\right]_{q}}{|W|} \int_{\mathfrak{h}_{\mathbb{R}} / Q^{\vee}} \chi_{V^{*}}\left(e^{i x}\right) \prod_{\alpha \in R} \frac{1-e^{i \alpha(x)}}{1-q e^{i \alpha(x)}} d x
$$

where $Q^{\vee}$ is the coroot lattice. If $0 \leq q<1$, this can also be written as
$H\left(\operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right), q\right)=\frac{\prod_{i=1}^{r}\left[d_{i}\right]_{q}}{|W|} \int_{\mathfrak{h}_{\mathbb{R}} / Q^{\vee}} \chi_{V^{*}}\left(e^{i x}\right)\left|\prod_{\alpha \in R_{+}} \frac{1-e^{i \alpha(x)}}{1-q e^{i \alpha(x)}}\right|^{2} d x$.
Lemma 13.2. As $q \rightarrow 1$ in $(0,1)$, the function $F_{q}(x):=\prod_{\alpha \in R_{+}} \frac{1-e^{i \alpha(x)}}{1-q e^{i(x)}}$ goes to 1 in $L^{2}\left(\mathfrak{h} / Q^{\vee}\right){ }^{19}$

[^13]Proof. If $x \in \mathbb{R},|x| \leq 1$ then $\min _{q \in[0,1]}\left(1-2 q x+q^{2}\right)$ is 1 if $x \leq 0$ and $1-x^{2}$ if $x>0$. So if $z=x+i y$ is on the unit circle and $0 \leq q<1$ then

$$
\left|\frac{1-z}{1-q z}\right|^{2}=\frac{2(1-x)}{1-2 q x+q^{2}} \leq\left\{\begin{array}{l}
2(1-x), x \leq 0 \\
\frac{2}{1+x}, x>0
\end{array} \leq 4\right.
$$

Note also that by the residue formula

$$
\int_{0}^{1} \frac{d t}{\left|1-q e^{2 \pi i t}\right|^{2}}=\frac{1}{2 \pi i} \int_{|z|=1} \frac{z^{-1} d z}{(1-q z)\left(1-q z^{-1}\right)}=\frac{1}{1-q^{2}}
$$

Thus

$$
\int_{0}^{1}\left|\frac{1-e^{2 \pi i t}}{1-q e^{2 \pi i t}}-1\right|^{2} d t=\int_{0}^{1}\left|\frac{(q-1) e^{2 \pi i t}}{1-q e^{2 \pi i t}}\right|^{2} d t=\frac{1-q}{1+q}
$$

So $\frac{1-z}{1-q z} \rightarrow 1$ as $q \rightarrow 1$ in $L^{2}\left(S^{1}\right)$. But if $X$ is a finite measure space and for $j=1, \ldots, N, f_{n}^{(j)} \rightarrow f^{(j)}$ in $L^{2}(X)$ as $n \rightarrow \infty$ and $\left|f_{n}^{(j)}(z)\right| \leq C$ for all $n, j, z \in X$ then $\prod_{j} f_{n}^{(j)} \rightarrow \prod_{j} f_{j}$ in $L^{2}(X)$. This implies the statement.

By Lemma 13.2 we may take the limit $q \rightarrow 1$ under the integral in (13). Then, using that $\prod_{i=1}^{r} d_{i}=|W|$, we get

$$
\begin{gathered}
\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(V,(S \mathfrak{g})_{0}\right)=\int_{\mathfrak{h} / Q^{\vee}} \chi_{V^{*}}\left(e^{i x}\right) d x= \\
\operatorname{CT}\left(\chi_{V^{*}}\right)=\operatorname{dim} V^{*}[0]=\operatorname{dim} V[0]
\end{gathered}
$$

which concludes the proof of Kostant's theorem.
13.2. The structure of $S \mathfrak{g}$ as a $(S \mathfrak{g})^{\mathfrak{g}}$-module. As a by-product, we obtain

Theorem 13.3. (Kostant) For $\lambda \in P_{+}$we have

$$
\begin{gathered}
H\left(\operatorname{Hom}_{\mathfrak{g}}\left(L_{\lambda}^{*},(S \mathfrak{g})_{0}\right), q\right)=\frac{\prod_{i=1}^{r}\left[d_{i}\right]_{q}}{|W|} \mathrm{CT}\left(\prod_{\alpha \in R} \frac{1-e^{\alpha}}{1-q e^{\alpha}} \chi_{L_{\lambda}}\right)= \\
\prod_{i=1}^{r}\left[d_{i}\right]_{q} \cdot \mathrm{CT}\left(\frac{e^{\lambda} \prod_{\alpha \in R_{+}}\left(1-e^{\alpha}\right)}{\prod_{\alpha \in R}\left(1-q e^{\alpha}\right)}\right)
\end{gathered}
$$

Indeed, the first expression is (12) and second expression is obtained from (12) using the Weyl character formula for $\chi_{L_{\lambda}}$ and observing that all terms in the resulting sum over $W$ are the same.

Substituting $\lambda=0$, we get

## Corollary 13.4.

$$
\frac{1}{|W|} \mathrm{CT}\left(\prod_{\alpha \in R} \frac{1-e^{\alpha}}{1-q e^{\alpha}}\right)=\mathrm{CT}\left(\frac{\prod_{\alpha \in R_{+}}\left(1-e^{\alpha}\right)}{\prod_{\alpha \in R}\left(1-q e^{\alpha}\right)}\right)=\frac{1}{\prod_{i=1}^{r}\left[d_{i}\right]_{q}} .
$$

For example, if $\mathfrak{g}=\mathfrak{s l}_{2}$, this formula looks like

$$
\begin{equation*}
\frac{1}{2} \mathrm{CT}\left(\frac{(1-z)\left(1-z^{-1}\right)}{(1-q z)\left(1-q z^{-1}\right)}\right)=\mathrm{CT}\left(\frac{1-z}{(1-q z)\left(1-q z^{-1}\right)}\right)=\frac{1}{1+q}, \tag{14}
\end{equation*}
$$

which is easy to check using the residue formula.
For $\mathfrak{g}=\mathfrak{s l}_{n}$ we obtain the identity

$$
\begin{gathered}
\frac{1}{n!} \mathrm{CT}\left(\prod_{1 \leq i<j \leq n} \frac{\left(1-\frac{X_{i}}{X_{j}}\right)\left(1-\frac{X_{j}}{X_{i}}\right)}{\left(1-q \frac{X_{i}}{X_{j}}\right)\left(1-q \frac{X_{j}}{X_{i}}\right)}\right)=\mathrm{CT}\left(\prod_{1 \leq i<j \leq n} \frac{1-\frac{X_{i}}{X_{j}}}{\left(1-q \frac{X_{i}}{X_{j}}\right)\left(1-q \frac{X_{j}}{X_{i}}\right)}\right) \\
=\frac{1}{(1+q) \ldots\left(1+q+\ldots+q^{n-1}\right)} .
\end{gathered}
$$

13.3. The structure of $U(\mathfrak{g})$ as a $Z(\mathfrak{g})$-module. Recall that the universal enveloping algebra $U(\mathfrak{g})$ of any Lie algebra $\mathfrak{g}$ has the standard filtration defined on generators by $\operatorname{deg}(\mathfrak{g})=1$, which is called the Poincaré-Birkhoff-Witt filtration.

Let $\mathfrak{g}$ be a semisimple complex Lie algebra of rank $r$, and $W$ be the Weyl group of $\mathfrak{g}$ with degrees $d_{i}, i=1, \ldots, r$.
Theorem 13.5. (Kostant) (i) The center $Z(\mathfrak{g})=U(\mathfrak{g})^{\mathfrak{g}}$ of $U(\mathfrak{g})$ is a polynomial algebra in $r$ generators $C_{i}$ of Poincaré-Birkhoff-Witt filtration degrees $d_{i}$.
(ii) $U(\mathfrak{g})$ is a free module over $Z(\mathfrak{g})$, and for every irreducible finite dimensional representation $V$ of $\mathfrak{g}$, the space $\operatorname{Hom}_{\mathfrak{g}}(V, U(\mathfrak{g}))$ is a free $Z(\mathfrak{g})$-module of rank $\operatorname{dim} V[0]$.
Proof. By the Poincaré-Birkhoff-Witt theorem, for any Lie algebra $\mathfrak{g}$ we have $\operatorname{gr}(U(\mathfrak{g}))=S \mathfrak{g}$. Moreover, we have the symmetrization map $S \mathfrak{g} \rightarrow U(\mathfrak{g})$ given by

$$
a_{1} \otimes \ldots \otimes a_{n} \mapsto \frac{1}{n!} \sum_{s \in S_{n}} a_{s(1)} \ldots a_{s(n)}
$$

$a_{i} \in \mathfrak{g}$, which is an isomorphism of $\mathfrak{g}$-modules. Using this map, any homogeneous element of $(S \mathfrak{g})^{\mathfrak{g}}$ can be lifted into $U(\mathfrak{g})^{\mathfrak{g}}$. It follows that $\operatorname{gr}\left(U(\mathfrak{g})^{\mathfrak{g}}\right)=(S \mathfrak{g})^{\mathfrak{g}}$. Thus Theorem 13.1 implies all the statements of the theorem.

Example 13.6. Suppose $\mathfrak{g}$ is simple. Then $d_{1}=2$ and $C_{1}$ is the quadratic Casimir of $\mathfrak{g}$.

Exercise 13.7. Consider the Lie algebra $\mathfrak{g}=\mathfrak{s l}_{n}(\mathbb{C})$ spanned by elementary matrices $E_{i j}$ with $\sum_{i=1}^{n} E_{i i}=0$.
(i) Show that the center $Z(\mathfrak{g})$ is freely generated by the elements

$$
C_{k-1}:=\sum_{i_{1}, \ldots, i_{k}=1}^{n} \prod_{j=1}^{k} E_{i_{j}, i_{j+1}}, k=2, \ldots, n .
$$

where $j$ is viewed as an element of $\mathbb{Z} / k$.
Hint: It is slightly more convenient (and equivalent) to consider $\mathfrak{g}=\mathfrak{g l}_{n}(\mathbb{C})$, in which case one also has the generator $C_{0}$. Identify $\mathfrak{g}$ with $\mathfrak{g}^{*}$ using the trace pairing on $\mathfrak{g}$. Let $T_{k}: \mathfrak{g}^{\otimes k} \rightarrow \mathbb{C}$ be the $\mathfrak{g}$-module map defined by $T_{k}\left(a_{1} \otimes \ldots \otimes a_{k}\right):=\operatorname{Tr}\left(a_{k} \ldots a_{1}\right)$. Let $T_{k}^{*}: \mathbb{C} \rightarrow \mathfrak{g}^{\otimes k}$ be the dual map. Show that

$$
T_{k}^{*}(1)=\sum_{i_{1}, \ldots, i_{k}=1}^{n} E_{i_{1} i_{2}} \otimes E_{i_{2} i_{3}} \otimes \ldots \otimes E_{i_{k} i_{1}} .
$$

Use that this element is $\mathfrak{g}$-invariant to show that the element $C_{k-1}$ is central.
(ii) Generalize these statements to $\mathfrak{s o}_{2 n+1}(\mathbb{C})$ and $\mathfrak{s p}_{2 n}(\mathbb{C})$. What happens for $\mathfrak{s o}_{2 n}$ ?

## 14. Harish-Chandra isomorphism, maximal quotients

14.1. The Harish-Chandra isomorphism. Let $\mathfrak{g}$ be a complex semisimple Lie algebra. Fix a triangular decomposition $\mathfrak{g}=\mathfrak{n}_{-} \oplus \mathfrak{h} \oplus \mathfrak{n}_{+}$. By the PBW theorem, we then have a linear isomorphism

$$
\mu: U\left(\mathfrak{n}_{-}\right) \otimes U(\mathfrak{h}) \otimes U\left(\mathfrak{n}_{+}\right) \rightarrow U(\mathfrak{g})
$$

given by multiplication. We also have the linear map

$$
\beta: U\left(\mathfrak{n}_{-}\right) \otimes U(\mathfrak{h}) \otimes U\left(\mathfrak{n}_{+}\right) \rightarrow U(\mathfrak{h})
$$

given by

$$
a_{-} \otimes h \otimes a_{+} \mapsto \varepsilon\left(a_{-}\right) \varepsilon\left(a_{+}\right) h, a_{ \pm} \in U\left(\mathfrak{n}_{ \pm}\right), h \in U(\mathfrak{h})
$$

where $\varepsilon: U\left(\mathfrak{n}_{ \pm}\right) \rightarrow \mathbb{C}$ is the augmentation homomorphism (the counit). Thus we get a linear map

$$
H C:=\beta \circ \mu^{-1}: U(\mathfrak{g}) \rightarrow U(\mathfrak{h})=S \mathfrak{h}=\mathbb{C}\left[\mathfrak{h}^{*}\right]
$$

called the Harish-Chandra map.
Theorem 14.1. (Harish-Chandra) (i) If $b \in U(\mathfrak{g})$ and $c \in Z(\mathfrak{g})$ then $H C(b c)=H C(b) H C(c)$. In particular, the restriction of $H C$ to $Z(\mathfrak{g})$ is an algebra homomorphism.
(ii) Define the shifted action of $W$ on $\mathfrak{h}^{*}$ by $w \bullet x:=w(x+\rho)-\rho$ where $\rho$ is the half sum of positive roots (or, equivalently, sum of fundamental weights). Then $H C$ maps $Z(\mathfrak{g})$ into the space of invariants $\mathbb{C}\left[\mathfrak{h}^{*}\right]^{W \bullet}$. That is, for any $b \in Z(\mathfrak{g})$ we have $H C(b)(\lambda)=f_{b}(\lambda+\rho)$ for some $f_{b} \in \mathbb{C}\left[\mathfrak{h}^{*}\right]^{W}$.
(iii) If $V$ be a highest weight representation of $\mathfrak{g}$ with highest weight $\lambda$ then

$$
f_{b}(\lambda+\rho)=\left(v_{\lambda}^{*}, b v_{\lambda}\right)
$$

where $v_{\lambda}$ is a highest weight vector of $V$ and $v_{\lambda}^{*}$ the lowest weight vector of $V^{*}$ such that $\left(v_{\lambda}^{*}, v_{\lambda}\right)=1$. Thus if $b \in Z(\mathfrak{g})$ then $\operatorname{HC}(b)(\lambda)$ is the scalar by which $b$ acts on a highest weight module with highest weight $\lambda$.
(iv) The map $H C: Z(\mathfrak{g}) \rightarrow \mathbb{C}\left[\mathfrak{h}^{*}\right]^{W \bullet}$ is a filtered algebra homomorphism and $\operatorname{gr}(H C)=$ Res, the Chevalley restriction homomorphism $(S \mathfrak{g})^{\mathfrak{g}} \rightarrow(S \mathfrak{h})^{W}$.
(v) $H C$ is an algebra isomorphism.

The isomorphism $H C: Z(\mathfrak{g}) \rightarrow \mathbb{C}\left[\mathfrak{h}^{*}\right]^{W \bullet}$ is called the HarishChandra isomorphism.

Proof. Let $b=a_{-} h a_{+} \in U(\mathfrak{g})$. We have

$$
\left(v_{\lambda}^{*}, b v_{\lambda}\right)=\left(v_{\lambda}^{*}, a_{-} h a_{+} v_{\lambda}\right)=\underset{75}{\varepsilon}\left(a_{-}\right) \varepsilon\left(a_{+}\right) \lambda(h)=H C(b)(\lambda) .
$$

Thus

$$
H C(b c)(\lambda)=\left(v_{\lambda}^{*}, b c v_{\lambda}\right)=\left(v_{\lambda}^{*}, b v_{\lambda}\right)\left(v_{\lambda}^{*}, c v_{\lambda}\right)=H C(b)(\lambda) H C(c)(\lambda)
$$

since $c$ is central; namely, the last factor is just the eigenvalue of $c$ on $V$. This proves (i).

To establish (ii),(iii), it remains to show that for $b \in Z(\mathfrak{g}), H C(b)$ is invariant under the shifted action of all $w \in W$. To this end, it suffices to show this for $w=s_{i}$, a simple reflection. For this purpose, consider the Verma module $M_{\lambda}$ with $\left(\lambda+\rho, \alpha_{i}^{\vee}\right)=n \in \mathbb{Z}_{>0}$. Then $f_{i}^{n} v_{\lambda}$ generates a copy of $M_{\lambda-n \alpha_{i}}=M_{s_{i} \bullet \lambda}$ inside $M_{\lambda}$. Thus we get $H C(b)(\lambda)=H C(b)\left(s_{i} \bullet \lambda\right)$. Since this holds on a Zariski dense set, it holds identically, which yields (ii),(iii).
(iv) follows immediately from (iii).

Finally, (v) follows from (iv) and the Chevalley restriction theorem, since any filtered map whose associated graded is an isomorphism is itself an isomorphism.
Remark 14.2. Kostant theorems and the Harish-Chandra isomorphism extend trivially to reductive Lie algebras.
14.2. Maximal quotients. Let $\mathfrak{g}$ be a semisimple Lie algebra and $M$ a $\mathfrak{g}$-module on which the center $Z(\mathfrak{g})$ acts by a character

$$
\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}
$$

(for example, $M$ is irreducible). In view of the Harish-Chandra isomorphism theorem, we have $\chi=\chi_{\lambda}$, where

$$
\chi_{\lambda}(z)=H C(z)(\lambda)
$$

for a unique $\lambda \in \mathfrak{h}^{*}$ modulo the shifted action of $W$. As mentioned in Subsection 7.2, the element $\chi_{\lambda}$ is called the infinitesimal character or central character of $M$.

If $M$ is a $\mathfrak{g}$-bimodule then it carries two actions of $Z(\mathfrak{g})$, by left and by right multiplication. If these actions are by characters, then they are called the left and right infinitesimal characters of $M$. The infinitesimal character of $M$ is then the pair $(\theta, \chi)$ where $\theta$ is the left infinitesimal character and $\chi$ the right infinitesimal character of $M$.

For a character $\chi: Z(\mathfrak{g}) \rightarrow \mathbb{C}$ let

$$
U_{\chi}=U_{\chi}(\mathfrak{g}):=U(\mathfrak{g}) /(z-\chi(z), z \in Z(\mathfrak{g})) .
$$

This algebra is called the maximal quotient of $U(\mathfrak{g})$ with infinitesimal character $\chi$, as every $U(\mathfrak{g})$-module with such infinitesimal character factors through $U_{\chi}$. Note that $U_{\chi}$ is a $\mathfrak{g}$-bimodule with infinitesimal character $(\chi, \chi)$ (as it is a $U_{\chi}$-bimodule).

Theorem 13.5 immediately implies

Corollary 14.3. For any finite dimensional irreducible $\mathfrak{g}$-module $V$ we have $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(V, U_{\chi}\right)=\operatorname{dim} V[0]$, where $\mathfrak{g}$ acts on $U_{\chi}$ by the adjoint action. Thus $U_{\chi}$ is a Harish-Chandra $\mathfrak{g}$-bimodule.
Corollary 14.4. If $V$ is a finite dimensional $\mathfrak{g}$-bimodule then $V \otimes U_{\chi}$ is a Harish-Chandra $\mathfrak{g}$-bimodule.
Proof. This follows from Corollary 14.3 and Exercise 5.12 .
Corollary 14.5. (i) Every irreducible $\mathfrak{g}$-bimodule $M$ locally finite under the adjoint $\mathfrak{g}$-action is a quotient of $V \otimes U_{\chi}$ for some finite dimensional irreducible $\mathfrak{g}$-module $V$ with trivial right action of $\mathfrak{g}$, where $\chi$ is the right infinitesimal character of $M$.
(ii) Every irreducible $\mathfrak{g}$-bimodule locally finite under the adjoint $\mathfrak{g}$ action is a Harish-Chandra bimodule.

Proof. (ii) follows from (i) and Corollary 14.4 , so it suffices to prove (i). By Dixmier's lemma, $M$ has some infinitesimal character $(\theta, \chi)$. Let $V \subset M$ be an irreducible finite-dimensional subrepresentation under $\mathfrak{g}_{\text {ad }}$. Let us view $V^{*}$ as a $\mathfrak{g}$-bimodule with action

$$
(a f)(x)=-f(a x), f b=0
$$

for $a, b \in \mathfrak{g}, x \in V, f \in V^{*}$, and consider the tensor product $V^{*} \otimes M$, which is a $\mathfrak{g}$-bimodule with action

$$
a \circ(f \otimes m):=a f \otimes m+f \otimes a m,(f \otimes m) \circ b:=f \otimes m b .
$$

The canonical element $u \in V^{*} \otimes V \subset V^{*} \otimes M$ is $\mathfrak{g}_{\mathrm{ad}}$-invariant (i.e., commutes with $\mathfrak{g})$. Thus we have a bimodule homomorphism $\psi: U(\mathfrak{g}) \rightarrow$ $V^{*} \otimes M$ given by $\psi(c):=u c=\sum v_{i}^{*} \otimes v_{i} c$, where $v_{i}$ is a basis of $V$ and $v_{i}^{*}$ the dual basis of $V^{*}$. Moreover, since the right infinitesimal character of $M$ is $\chi$, this homomorphism descends to $\bar{\psi}: U_{\chi} \rightarrow V^{*} \otimes M$. This gives rise to a nonzero homomorphism of bimodules $\xi: V \otimes U_{\chi} \rightarrow M$, where the right $\mathfrak{g}$-module structure of $V$ is trivial. Since $M$ is irreducible, $\xi$ is surjective. Thus the result follows from Corollary 14.4 .

## 15. Category $\mathcal{O}$ of $\mathfrak{g}$-modules - I

15.1. Category $\mathcal{O}$. Let $\mathfrak{g}$ be a semisimple complex Lie algebra.

Definition 15.1. The category $\mathcal{O}=\mathcal{O}_{\mathfrak{g}}$ is the full subcategory of $\mathfrak{g}$ mod, which consists of finitely generated $\mathfrak{g}$-modules $M$ with weight decomposition and $P(M) \subset \cup_{i=1}^{m}\left(\lambda_{i}-Q_{+}\right)$, where $\lambda_{1}, \ldots, \lambda_{m} \in \mathfrak{h}^{*}$.

It is clear that $\mathcal{O}$ is closed under taking subquotients and direct sums, so it is an abelian category (recall that a submodule of a finitely generated $\mathfrak{g}$-module is finitely generated since $U(\mathfrak{g})$ is Noetherian).

Also it is easy to see that any nonzero object $M \in \mathcal{O}$ has a singular vector (namely, take any nonzero vector of a maximal weight in $P(M)$ ). Thus the simple objects (=modules) of $\mathcal{O}$ are $L_{\lambda}, \lambda \in \mathfrak{h}^{*}$.

Example 15.2. All highest weight $\mathfrak{g}$-modules, in particular a Verma module $M_{\lambda}$ and its simple quotient $L_{\lambda}$ belong to $\mathcal{O}$. Another example is $\bar{M}_{-\lambda}^{*}$, the restricted dual to the lowest weight Verma module $\bar{M}_{-\lambda}$, introduced in Exercise 8.13(ii). This module is called the contragredient Verma module and denoted $M_{\lambda}^{\vee}$.

Lemma 15.3. If $M \in \mathcal{O}$ then the weight subspaces of $M$ are finite dimensional.

Proof. Let $v_{1}, . ., v_{m}$ be generators of $M$ which are eigenvectors of $\mathfrak{h}$ (they exist since $M$ is finitely generated and has weight decomposition). Let $E:=\sum_{i=1}^{m} U\left(\mathfrak{h} \oplus \mathfrak{n}_{+}\right) v_{i}=\sum_{i=1}^{m} U\left(\mathfrak{n}_{+}\right) v_{i}$. Then $E$ is finite dimensional by the condition on the weights of $M$. On the other hand, the natural $\operatorname{map} U\left(\mathfrak{n}_{-}\right) \otimes E \rightarrow M$ is surjective. The lemma follows, as weight subspaces of $U\left(\mathfrak{n}_{-}\right) \otimes E$ are finite dimensional.

Let $\mathcal{R}$ be the ring of series $F:=\sum_{\mu \in \mathfrak{h}^{*}} c_{\mu} e^{\mu}$, where $c_{\mu} \in \mathbb{Z}$ and the set $P(F)$ of $\mu$ with $c_{\mu} \neq 0$ is contained in a finite union of sets of the form $\lambda-Q_{+}, \lambda \in \mathfrak{h}^{*}$. If $M$ is an $\mathfrak{h}$-semisimple $\mathfrak{g}$-module with finite dimensional weight spaces and weights in a finite union of sets $\lambda-Q_{+}$ then we can define the character of $M$,

$$
\operatorname{ch}(M)=\sum_{\lambda \in \mathfrak{h}^{*}} \operatorname{dim} M[\lambda] e^{\lambda} \in \mathcal{R}
$$

For example,

$$
\operatorname{ch}\left(M_{\lambda}\right)=\frac{e^{\lambda}}{\prod_{\alpha \in R_{+}}\left(1-e^{-\alpha}\right)}
$$

We have $\operatorname{ch}(M \otimes N)=\operatorname{ch}(M) \operatorname{ch}(N)$ and

$$
\operatorname{ch}(M)=\underset{78}{\operatorname{ch}(L)}+\operatorname{ch}(N)
$$

when $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ is a short exact sequence. Lemma 15.3 implies that we can define such characters $\operatorname{ch}(M)$ for $M \in \mathcal{O}$.

Corollary 15.4. The action of $Z(\mathfrak{g})$ on every $M \in \mathcal{O}$ factors through a finite dimensional quotient.

Proof. Since $Z(\mathfrak{g})$ is finitely generated, it suffices to show that every $z \in Z(\mathfrak{g})$ satisfies a polynomial equation $F(z)=0$ in $M$. Let $\mu_{1}, \ldots, \mu_{k}$ be weights such that $M$ is generated by $E:=M\left[\mu_{1}\right] \oplus \ldots \oplus M\left[\mu_{k}\right]$. By Lemma 15.3 , this space is finite dimensional, and it is preserved by $z$. Let $F$ be the minimal polynomial of $z$ on $E$. Then $F(z)=0$ on $E$, hence on the whole $M$ (as $z$ is central and $E$ generates $M$ ).
Exercise 15.5. Show that the action of $Z(\mathfrak{g})$ on any Harish-Chandra $(\mathfrak{g}, K)$-module factors through a finite-dimensional quotient. (Mimic the proof of Corollary 15.4).
Exercise 15.6. (i) Show that for any $\mu \in \mathfrak{h}^{*}, \operatorname{Ext}_{\mathcal{O}}^{1}\left(M_{\mu}, M_{\mu}\right)=0$.
(ii) Show that $\operatorname{Ext}^{1}\left(M_{\mu}, M_{\mu}\right)$ (Ext in the category of all $\mathfrak{g}$-modules) is nonzero.

Corollary 15.7. (i) Any $M \in \mathcal{O}$ has a canonical decomposition

$$
M=\oplus_{\chi \in \mathfrak{h}^{*} / W} M(\chi),
$$

where $M(\chi)$ is the generalized eigenspace of $Z(\mathfrak{g})$ in $M$ with eigenvalue $\chi$, and this direct sum is finite. In other words,

$$
\mathcal{O}=\oplus_{\chi \in \mathfrak{h}^{*} / W} \mathcal{O}_{\chi}
$$

where $\mathcal{O}_{\chi}$ is the subcategory of $\mathcal{O}$ of modules where every $z \in Z(\mathfrak{g})$ acts with generalized eigenvalue $\chi(z)$.
(ii) Each $M \in \mathcal{O}_{\chi}$ has a finite filtration with successive quotients having infinitesimal character $\chi$.
Proof. (i) Let $R:=Z(\mathfrak{g}) / \operatorname{Ann}(M)$ be the quotient of $Z(\mathfrak{g})$ by its annihilator in $M$. This algebra is finite dimensional, so has the form $R=\prod_{i=1}^{m} R_{i}$, where $R_{i}$ are local with units $\mathbf{e}_{i}$, corresponding to the generalized eigenvalues $\chi_{1}, \ldots, \chi_{m} \in \mathfrak{h}^{*} / W$ of $Z(\mathfrak{g})$ on $M$. So $M=\oplus_{i=1}^{m} M\left(\chi_{i}\right)$, where $M\left(\chi_{i}\right):=\mathbf{e}_{i} M$.
(ii) If $M \in \mathcal{O}_{\chi}$ then the algebra $R$ is local. Let $\mathfrak{m}$ be its unique maximal ideal. Then the required finite filtration on $M$ is

$$
M \supset \mathfrak{m} M \supset \mathfrak{m}^{2} M \ldots
$$

Thus the simple objects of $\mathcal{O}_{\chi}$ are $L_{\mu-\rho}$, where $\chi=\chi_{\mu}$, i.e., $\mu \in \chi$.

We can partition the $W$-orbit $\chi$ into equivalence classes according to the relation $\mu \sim \nu$ if $\mu-\nu \in Q$. It is clear that this partition defines a decomposition $\mathcal{O}_{\chi}=\oplus_{S} \mathcal{O}_{\chi}(S)$, where $S$ runs over the equivalence classes in $\chi$ under the relation $\sim$. Namely, $\mathcal{O}_{\chi}(S)$ is the subcategory of modules with all weights in $\mu-\rho+Q$, where $\mu \in S$.

Example 15.8. Suppose that $\lambda \in \mathfrak{h}^{*}$ is such that $w \lambda-\lambda \notin Q$ for any $1 \neq w \in W$. In this case the equivalence relation on $W \lambda$ is trivial, so for any $\mu \in W \lambda$ the category $\mathcal{O}_{\chi_{\lambda}}(\mu)$ has a unique simple object $M_{\mu-\rho}$. It thus follows from Exercise 15.6 for any $\mu \in W \lambda$, the category $\mathcal{O}_{\chi_{\lambda}}(\mu)$ is equivalent to the category of finite dimensional vector spaces (as $M_{\mu-\rho}$ has no nontrivial self-extensions), and the category $\mathcal{O}_{\chi_{\lambda}}$ is semisimple with $|W|$ simple objects.

Lemma 15.9. Every object of $\mathcal{O}$ has finite length.
Proof. By Corollary 15.7 we may assume that $M$ has infinitesimal character $\chi_{\lambda}$. We may also assume that $P(M) \subset \mu+Q$ for some $\mu \in \mathfrak{h}^{*}$. Recall that the quadratic Casimir $C$ of $\mathfrak{g}$ acts on $M$ in the same way as in $M_{\lambda-\rho}$, i.e., by the scalar $\lambda^{2}-\rho^{2}$. Suppose that $v$ is a singular vector in a nonzero subquotient $M^{\prime}$ of $M$ of some weight $\gamma \in \mu+Q$ (it must exist since weights of $M^{\prime}$ belong to a finite union of $\lambda_{i}-Q_{+}$). Then $C v=\left(\gamma^{2}-\rho^{2}\right) v$, so we must have

$$
\gamma^{2}=\lambda^{2}
$$

Since the inner product on $Q$ is positive definite, this equation has a finite set $S$ of solutions $\gamma \in \mu+Q$.

For a semisimple $\mathfrak{h}$-module $Y$ set $Y[S]:=\oplus_{\gamma \in S} Y[\gamma]$. It follows that $M^{\prime}[S] \neq 0$. Also by Lemma 15.3 we have $\operatorname{dim} M[S]<\infty$. Thus length $(M) \leq \operatorname{dim} M^{\prime}[S] \leq \operatorname{dim} \bar{M}[S]$ is finite, as claimed.
15.2. Partial orders of $\mathfrak{h}^{*}$. Introduce a partial order on $\mathfrak{h}^{*}$ : we say that $\mu \leq \lambda$ if $\lambda-\mu \in Q_{+}$and $\mu<\lambda$ if $\mu \leq \lambda$ but $\mu \neq \lambda$. We write $\lambda \geq \mu$ if $\mu \leq \lambda$ and $\lambda>\mu$ if $\mu>\lambda$.

If $\mu=s_{\alpha} \lambda$ for some $\alpha \in R_{+}$and $\mu<\lambda$ (i.e., $\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z}_{\geq 1}$ and $\mu=\lambda-\left(\lambda, \alpha^{\vee}\right) \alpha$ ), then we write $\mu<_{\alpha} \lambda$. We write $\mu \preceq \lambda$ if there exist sequences $\alpha^{1}, \ldots, \alpha^{m} \in R_{+}$and $\mu=\mu_{0}, \mu_{1}, \ldots, \mu_{m}=\lambda$ such that for all $i, \mu_{i-1}<_{\alpha^{i}} \mu_{i}$, and write $\mu \prec \lambda$ if $\mu \preceq \lambda$ but $\mu \neq \lambda$ (i.e., $m \neq 0$ ). We write $\lambda \succeq \mu$ if $\mu \preceq \lambda$ and $\lambda \succ \mu$ if $\mu \prec \lambda$.
Remark 15.10. It is easy to see that if $\mu \prec \lambda$ then $\mu<\lambda$ and $\mu \in W \lambda$, but the converse is false, in general. For example, consider the root system of type $A_{3}$, and let us realize $\mathfrak{h}^{*}$ as $\mathbb{C}^{4} / \mathbb{C}_{\text {diagonal }}$. Let $\mu=(0,3,1,2), \lambda=(1,2,3,0)$. Then $\mu \in W \lambda$ and $\mu<\lambda$, since $\lambda-\mu=(1,-1,2,-2)=\alpha_{1}+2 \alpha_{3}$. However, $\mu \nprec \lambda$. Indeed, otherwise
there would exist $\alpha \in R_{+}$such that $\mu \leq s_{\alpha} \lambda<\lambda$, and it is easy to check that there is no such $\alpha$.

### 15.3. Verma's theorem.

Theorem 15.11. (D. N. Verma) Let $\lambda, \mu \in \mathfrak{h}^{*}$ and $\mu \preceq \lambda$. Then $\operatorname{dim} \operatorname{Hom}\left(M_{\mu-\rho}, M_{\lambda-\rho}\right)=1$ and $M_{\mu-\rho}$ can be uniquely realized as a submodule of $M_{\lambda-\rho}$. In particular, $L_{\mu-\rho}$ occurs in the composition series of $M_{\lambda-\rho}$.

Proof. By Exercise 8.14, dim $\operatorname{Hom}\left(M_{\mu-\rho}, M_{\lambda-\rho}\right) \leq 1$ and any nonzero homomorphism $M_{\mu-\rho} \rightarrow M_{\lambda-\rho}$ is injective, so it suffices to show that $\operatorname{dim} \operatorname{Hom}\left(M_{\mu-\rho}, M_{\lambda-\rho}\right) \geq 1$. By definition of the partial order $\preceq$, it suffices to do so when $\mu<_{\alpha} \lambda$ for some $\alpha \in R_{+}$, i.e., when $\mu=s_{\alpha} \lambda=$ $\lambda-n \alpha$ where $n:=\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z}_{+}$. For generic $\lambda$ with $\left(\lambda, \alpha^{\vee}\right)=n \in \mathbb{Z}_{+}$, this follows from the Shapovalov determinant formula (Exercise 8.15), and the general case follows by taking the limit.

We will see below that the converse to Verma's theorem also holds: if $L_{\mu-\rho}$ occurs in the composition series of $M_{\lambda-\rho}$ then $\mu \preceq \lambda$. This was proved by J. Bernstein, I. Gelfand and S. Gelfand, see Theorem 20.13 below.
15.4. The stabilizer in $W$ of a point in $\mathfrak{h}^{*} / Q$. Let $x \in \mathfrak{h}^{*} / Q$ and $W_{x} \subset W$ be the stabilizer of $x$.

Proposition 15.12. $W_{x}$ is generated by the reflections $s_{\alpha} \in W_{x}$. Moreover, the roots $\alpha$ such that $s_{\alpha} \in W_{x}$ form a root system $R_{x} \subset R$, and $W_{x}$ is the Weyl group of $R_{x}$. The corresponding dual root system $R_{x}^{\vee}$ is a root subsystem of $R^{\vee}$, i.e., $R_{x}^{\vee}=\operatorname{span}_{\mathbb{Z}}\left(R_{x}^{\vee}\right) \cap R^{\vee}$.

Proof. Let $T:=\mathfrak{h}^{*} / Q$. The ring $\mathbb{C}[T / W]:=\mathbb{C}[T]^{W}$ is freely generated by the orbit sums $m_{i}=\sum_{\beta \in W \omega_{i}^{\vee}} e^{\beta}$, where $\omega_{i}^{\vee}$ are the fundamental coweights. Hence $T / W$ is smooth (in fact, an affine space). It follows by the Chevalley-Shephard-Todd theorem that for each $x \in T$ the stabilizer $W_{x}$ is generated by a subset of reflections of $W$. Moreover, if $s_{\alpha}, s_{\beta} \in W_{x}$ then $s_{\alpha} s_{\beta} s_{\alpha}=s_{s_{\alpha}(\beta)} \in W_{x}$, which implies that the set $R_{x}$ of $\alpha$ such that $s_{\alpha} \in W_{x}$ is a root system in $R$, and $W_{x}$ is its Weyl group. Moreover, picking a preimage $\widetilde{x}$ of $x$ in $\mathfrak{h}^{*}$, we see that $\alpha \in R_{x}$ if and only if $\left(\alpha^{\vee}, \widetilde{x}\right) \in \mathbb{Z}$. Thus $R_{x}^{\vee}$ is a root subsystem of $R^{\vee}$.

Remark 15.13. 1. Note that unlike the case $x \in \mathfrak{h}^{*}$, for $x \in \mathfrak{h}^{*} / Q$ the group $W_{x}$ is not necessarily a parabolic subgroup of $W$, i.e., it is not necessarily conjugate to a subgroup generated by simple reflections. In fact, the Dynkin diagram of $R_{x}$ or $R_{x}^{\vee}$ may not be a subdiagram of
the Dynkin diagram of $W$. Such subgroups are called quasiparabolic subgroups.

For example, if $R$ is of type $B_{2}$ with simple roots $\alpha_{1}=(1,0)$ and $\alpha_{2}=(-1,1)$ then for $x=\left(\frac{1}{2}, 0\right), R_{x}$ is the root system of type $A_{1} \times A_{1}$ consisting of $\pm \alpha_{1}$ and $\pm\left(\alpha_{1}+\alpha_{2}\right)$. The same example shows that $R_{x}$ is not necessarily a root subsystem of $R$, as $\alpha_{1}+\left(\alpha_{1}+\alpha_{2}\right) \notin R_{x}$.
2. If $G^{\vee}$ is the simply connected complex semisimple Lie group corresponding to $R^{\vee}$ then $T$ is the maximal torus of $G^{\vee}$, and it is easy to see that $R_{x}^{\vee}$ is the root system of the centralizer $\mathfrak{z}_{x}$ of $x$ in $\mathfrak{g}^{\vee}:=\operatorname{Lie}\left(G^{\vee}\right)$.

## 16. Category $\mathcal{O}$ of $\mathfrak{g}$-modules - II

16.1. Dominant weights. Let us say that a weight $\lambda \in \mathfrak{h}^{*}$ is dominant for the partial order $\leq$ (respectively, $\preceq$ ) if it is maximal with respect to this order in its equivalence class (or, equivalently, in its $W$-orbit).

Corollary 16.1. The following conditions on a weight $\lambda \in \mathfrak{h}^{*}$ are equivalent:
(i) $\lambda$ is dominant for $\leq$;
(ii) $\lambda$ is dominant for $\preceq$;
(iii) For every root $\alpha \in R_{+},\left(\lambda, \alpha^{\vee}\right) \notin \mathbb{Z}_{<0}$.
(iv) For every $w \in W_{\lambda+Q}, w \lambda \preceq \lambda$.
(v) For every $w \in W_{\lambda+Q}, w \lambda \leq \lambda$.

Proof. It is clear that (iv) implies (v) implies (i) implies (ii). It is also easy to see that (ii) implies (iii), since if $\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z}_{<0}$ then $s_{\alpha} \lambda \sim \lambda$ and $s_{\alpha} \lambda>\lambda$ so $\lambda$ is not maximal under $\preceq$ in its equivalence class. It remains to show that (iii) implies (iv). By Proposition 15.12, $W_{\lambda+Q}$ is the Weyl group of some root system $R^{\prime} \subset R$, and the equivalence class $S$ of $\lambda$ is simply the orbit $W_{\lambda+Q} \lambda$. By our assumption, for $\alpha \in R_{+}^{\prime}$ we have $\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z} \backslash \mathbb{Z}_{<0}=\mathbb{Z}_{\geq 0}$. Thus, $\lambda=\lambda^{\prime}+\nu$ where $\lambda^{\prime}$ is a dominant integral weight for $R^{\prime}$ (meaning that $\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z}_{\geq 0}$ for $\alpha \in R_{+}^{\prime}$ ) and $\left(\nu, \alpha^{\vee}\right)=0$ for all $\alpha \in R_{+}^{\prime}$. Now for any $w \in W_{\lambda+Q}$, fix a reduced decomposition $w=s_{i_{m}} \ldots s_{i_{1}}$, where $s_{i}=s_{\beta_{i}}$ and $\beta_{i}$ are the simple roots of $R^{\prime}$. Let $\lambda_{k}:=s_{i_{k}} \ldots s_{i_{1}} \lambda$, so $\lambda_{0}=\lambda$ and $\lambda_{m}=w \lambda$. Setting $\lambda_{k}^{\prime}:=s_{i_{k}} \ldots s_{i_{1}} \lambda^{\prime}=\lambda_{k}-\nu$, we then have

$$
\lambda_{k-1}-\lambda_{k}=\lambda_{k-1}^{\prime}-\lambda_{k}^{\prime}=\left(\lambda_{k-1}^{\prime}, \beta_{i_{k}}^{\vee}\right) \beta_{i_{k}}=\left(\lambda^{\prime}, s_{i_{1}} \ldots s_{i_{k-1}} \beta_{i_{k}}^{\vee}\right) \beta_{i_{k}} .
$$

The coroot $s_{i_{1}} \ldots s_{i_{k-1}} \beta_{i_{k}}^{\vee}$ is positive, so we get that $\lambda_{k} \preceq \lambda_{k-1}$, which yields (iv).

Corollary 16.1 shows that every equivalence class of weights contains a unique maximal element with respect to each of the orders $\preceq$ and $\leq$, namely the unique dominant weight in this class. The same is true for minimal elements by changing signs.
16.2. Projective objects. Let $\mathcal{C}$ be an abelian category over a field $k$. Recall that $\mathcal{C}$ is said to be Noetherian if any ascending chain of subobjects of any object $X \in \mathcal{C}$ stabilizes. This holds, for instance, when objects of $\mathcal{C}$ have finite length.

Recall also that an object $P \in \mathcal{C}$ is projective if the functor $\operatorname{Hom}(P,-)$ is (right) exact, and that $\mathcal{C}$ is said to have enough projectives if every object $L \in \mathcal{C}$ is a quotient of a projective object $P$. Note that if
objects of $\mathcal{C}$ have finite length then it is sufficient for this to hold for every simple $L$, then the property can be proved for all $L$ by induction in length. Indeed, suppose we have a short exact sequence

$$
0 \rightarrow L_{1} \rightarrow L \rightarrow L_{2} \rightarrow 0
$$

with $L_{1}, L_{2} \neq 0$ and projectives $P_{1}, P_{2}$ with epimorphisms $p_{j}: P_{j} \rightarrow L_{j}$. Then the map $p_{2}$ lifts to $\widetilde{p}_{2}: P_{2} \rightarrow L$, which yields an epimorphism $p_{1}+\widetilde{p}_{2}: P_{1} \oplus P_{2} \rightarrow L$.

Suppose that Hom spaces in $\mathcal{C}$ are finite dimensional. Then by the Krull-Schmidt theorem, every object of $\mathcal{C}$ has a unique representation as a finite direct sum of indecomposable ones (up to isomorphism and permutation of summands).

Proposition 16.2. Let $\mathcal{C}$ be a Noetherian abelian category with enough projectives and finite dimensional Hom spaces over an algebraically closed field $k$. Then
(i) Let I be the set labeling the isomorphism classes of indecomposable projectives $P_{i}$ of $\mathcal{C}$. Then the isomorphism classes of simple objects $L_{i}$ of $\mathcal{C}$ are labeled by the same set $I$, and $\operatorname{dim} \operatorname{Hom}\left(P_{i}, L_{j}\right)=\delta_{i j}, i, j \in I$.
(ii) For $M \in \mathcal{C}$ of finite length, the multiplicities $\left[M: L_{i}\right]$ equal $\operatorname{dim} \operatorname{Hom}\left(P_{i}, M\right)$.

Proof. Let $P \in \mathcal{C}$ be an indecomposable projective. Then $\operatorname{End}(P)$ has no idempotents other than 0,1 , so $\operatorname{End}(P)=k \oplus N$ where $N$ is the nilradical, i.e., it is a local algebra.

Suppose $Q \subset P$ is a maximal proper subobject (it exists by Zorn's lemma since $\mathcal{C}$ is Noetherian). Let $Q^{\prime} \subset P$ be a subobject not contained in $Q$. Then $Q+Q^{\prime}=P$. So we have an epimorphism $Q \oplus Q^{\prime} \rightarrow P$, which, by the projectivity of $P$, gives a surjection

$$
\operatorname{Hom}(P, Q) \oplus \operatorname{Hom}\left(P, Q^{\prime}\right) \rightarrow \operatorname{End}(P)
$$

So we have $1_{P}=a+a^{\prime}$, where $a, a^{\prime}: P \rightarrow P$ factor through $Q, Q^{\prime}$. Thus $a$ is not an isomorphism (since $Q$ is proper). As $\operatorname{End}(P)$ is local, it follows that $a^{\prime}$ is an isomorphism, so $Q^{\prime}=P$.

It follows that $P$ has a unique maximal proper subobject $J(P)$, and $L_{P}:=P / J(P)$ is simple. Moreover, if $L:=P / Q$ is simple then $Q=$ $J(P)$, so $L=L_{P}$. So if $I^{\prime}$ labels the isomorphism classes of simples in $\mathcal{C}$, then we get a map $\ell: I \rightarrow I^{\prime}$ such that $\ell(P)=L_{P}$, and we have $\operatorname{dim} \operatorname{Hom}\left(P_{i}, L_{i^{\prime}}\right)=\delta_{\ell(i) i^{\prime}}$. Moreover, $\ell$ is surjective since every simple $L$ is a quotient of some projective $P$ which may be chosen indecomposable (if $P \rightarrow L$ and $P=\oplus_{i=1}^{N} P_{i}$ where $P_{i}$ are indecomposable then there exists $i$ such that the map $P_{i} \rightarrow L$ is nonzero, hence an epimorphism as $L$ is simple).

It remains to show that $\ell$ is injective, i.e., if $L_{m} \cong L_{n}$ then $P_{m} \cong P_{n}$. To this end, note that the epimorphisms $a_{0}: P_{m} \rightarrow L_{n}, b_{0}: P_{n} \rightarrow L_{m}$ lift to morphisms $a: P_{m} \rightarrow P_{n}, b: P_{n} \rightarrow P_{m}$, such that $a b \in$ $\operatorname{End}\left(P_{n}\right)$ and $b a \in \operatorname{End}\left(P_{m}\right)$ are not nilpotent (as they define isomorphisms on the corresponding simple quotients). Since the algebras $\operatorname{End}\left(P_{n}\right), \operatorname{End}\left(P_{m}\right)$ are loc al, it follows that $a b$ and $b a$ are isomorphisms, as claimed.

This proves (i). Part (ii) now follows from the exactness of the functor $\operatorname{Hom}\left(P_{i}, ?\right)$.

The object $P_{i}$ is called the projective cover of $L_{i}$, and $L_{i}$ is called the head of $P_{i}$; by Proposition 16.2, it is the unique simple quotient of $P_{i}$.

Remark 16.3. In general, objects of a category satisfying the assumptions of Proposition 16.2 need not have finite length. An example when they can have infinite length is the category of finitely generated $\mathbb{Z}$ graded $\mathbb{C}[x]$-modules, where $\operatorname{deg}(x)=1$. The simple objects in this category are 1 -dimensional modules $L_{n}, n \in \mathbb{Z}$, which sit in degree $n$ (with $x$ acting by zero). The projective cover of $L_{n}$ is $P_{n}=\mathbb{C}[x]_{n}$, the free rank 1 module sitting in degrees $n, n+1, \ldots$, which has infinite length.

### 16.3. Projective objects in $\mathcal{O}$.

Proposition 16.4. If $\lambda$ is dominant then $M_{\lambda-\rho}$ is a projective object in $\mathcal{O}{ }^{20}$

Proof. Our job is to show that the functor $\operatorname{Hom}\left(M_{\lambda-\rho}, \bullet\right)$ is exact on $\mathcal{O}$. It suffices to show this on $\mathcal{O}_{\chi_{\lambda}}(S)$, where $S$ is the equivalence class of $\lambda$. To this end, note that all weights of any $X \in \mathcal{O}_{\chi_{\lambda}}(S)$ are not $>\lambda-\rho$. Thus every $v \in X[\lambda-\rho]$ is singular, so there is a unique homomorphism $M_{\lambda-\rho} \rightarrow X$ sending $v_{\lambda-\rho}$ to $v$. It follows that that $\operatorname{Hom}\left(M_{\lambda-\rho}, X\right) \cong X[\lambda-\rho]$, which implies the statement.

Now let $V$ be a finite dimensional $\mathfrak{g}$-module. Then we have an exact functor $V \otimes: \mathcal{O} \rightarrow \mathcal{O}$.

Corollary 16.5. (i) If $P \in \mathcal{O}$ is projective then so is $V \otimes P$.
(ii) If $\lambda \in \mathfrak{h}^{*}$ is dominant then the object $V \otimes M_{\lambda-\rho} \in \mathcal{O}$ is projective.

Proof. (i) For $X \in \mathcal{O}$

$$
\operatorname{Hom}_{\mathfrak{g}}(V \otimes P, X)=\operatorname{Hom}_{\mathfrak{g}}\left(P, V^{*} \otimes X\right),
$$

[^14]which is exact since $P$ is projective.
(ii) follows from (i) and Proposition 16.4 .

Corollary 16.6. (i) For every $\mu \in \mathfrak{h}^{*}$, there exists dominant $\lambda \in \mathfrak{h}^{*}$ and a finite dimensional $\mathfrak{g}$-module $V$ such that $\operatorname{Hom}\left(V \otimes M_{\lambda-\rho}, L_{\mu}\right) \neq 0$. Thus $\mathcal{O}$ has enough projectives.
(ii) Every projective object $P$ of $\mathcal{O}$ is a free $U\left(\mathfrak{n}_{-}\right)$-module.

Proof. (i) We have

$$
\operatorname{Hom}\left(V \otimes M_{\lambda-\rho}, L_{\mu}\right)=\operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda-\rho}, V^{*} \otimes L_{\mu}\right) .
$$

Now take $V=V^{*}=L_{N \rho}$ for large $N$ and $\lambda=\mu+(N+1) \rho$. It is clear that $\lambda$ is dominant, and $\operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda-\rho}, V^{*} \otimes L_{\mu}\right)=\mathbb{C}$, as claimed.
(ii) This follows by Lemma 12.3 since every indecomposable projective object $P \in \mathcal{O}$ is an $\mathfrak{h}^{*}$-graded direct summand in $V \otimes M_{\lambda-\rho}$, which is a free graded $U\left(\mathfrak{n}_{-}\right)$-module.

It follows that every simple object $L_{\lambda}$ of $\mathcal{O}$ has a projective cover $P_{\lambda}$, with $\operatorname{dim} \operatorname{Hom}\left(P_{\lambda}, L_{\mu}\right)=\delta_{\lambda \mu}$.

## 17. The nilpotent cone of $\mathfrak{g}$

17.1. The nilpotent cone. Let $(S \mathfrak{g})_{0}$ be the quotient of $S \mathfrak{g}$ by the ideal generated by the positive degree part of $(S \mathfrak{g})^{\mathfrak{g}}$, i.e. by the free homogeneous generators $p_{1}, \ldots, p_{r}$ of $(S \mathfrak{g})^{\mathfrak{g}}$ (which exist by Kostant's theorem). The scheme

$$
\mathcal{N}:=\operatorname{Spec}(S \mathfrak{g})_{0} \subset \mathfrak{g}^{*} \cong \mathfrak{g}
$$

is called the nilpotent cone of $\mathfrak{g}$. It follows from the Kostant theorem that $p_{1}, \ldots, p_{r}$ is a regular sequence, i.e., this scheme is a complete intersection of codimension $r$ in $\mathfrak{g}$ (see Remark 12.11), i.e., of dimension

$$
\operatorname{dim} \mathcal{N}=\operatorname{dim} \mathfrak{g}-r=|R|=2\left|R_{ \pm}\right|=2 \operatorname{dim} \mathfrak{n}_{ \pm}
$$

the number of roots of $\mathfrak{g}$.
Let $x \in \mathfrak{g}$ be a nilpotent element. Recall that then $x$ is conjugate to an element $y \in \mathfrak{n}_{+}$and $\operatorname{Ad}\left(t^{2 \rho^{\vee}}\right) y \rightarrow 0$ as $t \rightarrow 0$, where $\rho^{\vee}$ is the half-sum of positive coroots of $\mathfrak{g}$. Thus $p_{i}(x)=p_{i}(y)=0$ and hence $x \in \mathcal{N}(\mathbb{C})$. On the other hand, if $x$ is not nilpotent then $\operatorname{ad}(x)$ is not a nilpotent operator, so $\operatorname{Tr}\left(\operatorname{ad}(x)^{N}\right) \neq 0$ for some $N$, hence $x \notin \mathcal{N}(\mathbb{C})$. It follows that $\mathcal{N}(\mathbb{C})$ is exactly the set of nilpotent elements of $\mathfrak{g}$, hence the term "nilpotent cone".

For example, for $\mathfrak{g}=\mathfrak{s l}_{2}$ we have $r=1$ and

$$
p_{1}(A)=-\operatorname{det} A=x^{2}+y z
$$

for $A:=\left(\begin{array}{cc}x & y \\ z & -x\end{array}\right) \in \mathfrak{g}$, so $\mathcal{N}$ is the usual quadratic cone in $\mathbb{C}^{3}$ defined by the equation $x^{2}+y z=0$.
17.2. The principal $\mathfrak{s l}_{2}$ subalgebra. The principal $\mathfrak{s l}_{2}$ subalgebra of $\mathfrak{g}$ is the subalgebra spanned by $e:=\sum_{i=1}^{r} e_{i}, f:=\sum_{i} c_{i} f_{i}$ and $h:=[e, f]=\sum_{i} c_{i} h_{i}=2 \rho^{\vee}$. Thus $c_{i}$ are found from the equations $\sum_{i} c_{i} a_{i j}=2$ for all $j$, where $A=\left(a_{i j}\right)$ is the Cartan matrix of $\mathfrak{g}$.

Lemma 17.1. The restriction of the adjoint representation of $\mathfrak{g}$ to its principal $\mathfrak{s l}_{2}$-subalgebra is isomorphic to $L_{2 m_{1}} \oplus \ldots \oplus L_{2 m_{r}}$ for appropriate $m_{i} \in \mathbb{Z}_{>0}$.
Proof. Consider the corresponding action of the group $S L_{2}(\mathbb{C})$. The element $-1 \in S L_{2}(\mathbb{C})$ acts on $\mathfrak{g}$ by $\exp \left(2 \pi i \rho^{\vee}\right)=1$ since $\rho^{\vee}$ is an integral coweight. Thus only even highest weight $\mathfrak{s l}_{2}$-modules may occur in the decomposition of $\mathfrak{g}$. Since $\rho^{\vee}$ is regular, the 0 -weight space of this module (the centralizer $Z_{\mathfrak{g}}\left(\rho^{\vee}\right)$ ) is $\mathfrak{h}$, i.e., has dimension $r$. Thus $\mathfrak{g}$ has $r$ indecomposable direct summands over the principal $\mathfrak{s l}_{2}$, as claimed.

The numbers $m_{i}$ (arranged in non-decreasing order) are called the exponents of $\mathfrak{g}$. We will soon see that $m_{i}=d_{i}-1$, where $d_{i}$ are the degrees of $\mathfrak{g}$.
17.3. Regular elements. Recall that $x \in \mathfrak{g}$ is regular if the dimension of its centralizer is $r=$ rankg (the smallest it can be). Thus regular elements form an open set $\mathfrak{g}_{\text {reg }} \subset \mathfrak{g}$.

Lemma 17.2. The element $e=\sum_{i=1}^{r} e_{i}$ is regular.
Proof. By Lemma 17.1, the centralizer $Z_{\mathfrak{g}}(e)$ is spanned by the highest vectors of the representations $L_{2 m_{1}}, \ldots, L_{2 m_{r}}$, hence has dimension $r$.

Corollary 17.3. Let $B_{+}$be the Borel subgroup of $G$ with Lie algebra $\mathfrak{b}_{+}:=\mathfrak{h} \oplus \mathfrak{n}_{+}$. Then $\operatorname{Ad}\left(B_{+}\right) e$ is the set of elements $\sum_{\alpha \in R_{+}} c_{\alpha} e_{\alpha}$ with $c_{\alpha} \in \mathbb{C}$ and $c_{\alpha_{i}} \neq 0$ for all $i$.

Proof. Since by Lemma $17.2 \operatorname{dim} Z_{\mathfrak{g}}(e)=r$, we have

$$
\operatorname{dim}\left[e, \mathfrak{n}_{+}\right] \geq\left|R_{+}\right|-r=\operatorname{dim}\left[\mathfrak{n}_{+}, \mathfrak{n}_{+}\right]
$$

Since $\left[e, \mathfrak{n}_{+}\right] \subset\left[\mathfrak{n}_{+}, \mathfrak{n}_{+}\right]$, we get that $\left[e, \mathfrak{n}_{+}\right]=\left[\mathfrak{n}_{+}, \mathfrak{n}_{+}\right]$. It follows that if $N_{+}=\exp \left(\mathfrak{n}_{+}\right)$then $\operatorname{Ad}\left(N_{+}\right) e=e+\left[\mathfrak{n}_{+}, \mathfrak{n}_{+}\right]$is the set of expressions $\sum_{\alpha \in R_{+}} c_{\alpha} e_{\alpha}$ with $c_{\alpha_{i}}=1$ for all $i$. The statement follows by adding the action of the maximal torus $H=\exp (\mathfrak{h})$, which allows to set $c_{\alpha_{i}}$ to arbitrary nonzero values.

### 17.4. Properties of the nilpotent cone.

Proposition 17.4. The nilpotent cone is reduced.
Proposition 17.4 is proved in the following exercise.
Exercise 17.5. Let $\mathfrak{g}$ be a finite dimensional simple Lie algebra.
(i) Let $R_{0}$ be the graded algebra in Theorem 12.2 . Show that the top degree of this algebra is $D:=\sum_{i=1}^{r}\left(d_{i}-1\right)$ and $R_{0}[D]=\mathbb{C} \Delta$, where $\Delta:=\prod_{\alpha \in R_{+}} \alpha$. Deduce that $\sum_{i=1}^{r}\left(d_{i}-1\right)=\left|R_{+}\right|$, , the number of positive roots.
(ii) Let $\mathfrak{g}=\oplus_{i=1}^{r} L_{2 m_{i}}$ be the decomposition of $\mathfrak{g}$ as a module over the principal $\mathfrak{s l}_{2}$-subalgebra $(e, f, h)$ given by Lemma 17.1 , i.e., $m_{i}$ are the exponents of $\mathfrak{g}$. Show that $m_{1}=1$ and $\sum_{i=1}^{r} m_{i}=\left|R_{+}\right|$. Moreover, show that if $\mu_{\mathfrak{g}}$ is the partition $\left(m_{r}, \ldots, m_{1}\right)$ then the conjugate partition $\mu_{\mathfrak{g}}^{\dagger}$ is $\left(n_{1}, \ldots, n_{\mathrm{h}-1}\right)$, where $n_{i}$ is the number of positive roots $\alpha$ of height $i$ (i.e., $\left.\left(\rho^{\vee}, \alpha\right)=i\right)$ and $\mathrm{h}:=m_{r}+1$. Conclude that $\mathrm{h}=\left(\rho^{\vee}, \theta\right)+1$ where $\theta$ is the maximal root, i.e., the Coxeter number of $\mathfrak{g}$.
(iii)(a) Let $b_{i}$ be the lowest weight vectors of $L_{2 m_{i}}$, and

$$
\mathfrak{z}_{f}:=\oplus_{i=1}^{r} \mathbb{C} b_{i} \subset \mathfrak{g}
$$

be the centralizer of $f$. Show that $\mathfrak{g}=\mathfrak{z}_{f} \oplus T_{e} O_{e}$, where $O_{e}=\operatorname{Ad}(G) e$ is the orbit of $e$. Thus the affine space $e+\mathfrak{z}_{f}$ is transversal to $O_{e}$ at $e$. This affine space is called the Kostant slice.
(iii)(b) Consider the $\mathbb{C}^{\times}$-action on $\mathfrak{g}$ given by

$$
t \circ x=t^{\frac{1}{2} \operatorname{ad}(h)-1} x .
$$

Show that this action preserves the decomposition of (ii), and the linear coordinates $b_{i}^{*}$ on $\mathfrak{z}_{f}$ have homogeneity degrees $m_{i}+1$ under this action.
(iv) Let $\left(S \mathfrak{g}^{*}\right)^{\mathfrak{g}}=\mathbb{C}\left[p_{1}, \ldots, p_{r}\right]$, $\operatorname{deg} p_{i}=d_{i}$, and let $\widetilde{p}_{i}(y):=p_{i}(e+y)$, $y \in \mathfrak{z}_{f}$. Show that $\widetilde{p}_{i}$ are polynomials of $b_{j}^{*}$ homogeneous under the $\mathbb{C}^{\times}$-action of (iii) of degrees $d_{i}$. Deduce from this and the identity $\sum_{i}\left(d_{i}-1\right)=\sum_{i} m_{i}$ proved in (i),(ii) that

$$
d_{i}-1=m_{i}
$$

and thus $\widetilde{p}_{i}=b_{i}^{*}$ (under appropriate choice of basis). Conclude that the differentials $d p_{i}$ are linearly independent at $e \in \mathfrak{g}$.
(v) Work out (i)-(iv) explicitly for $\mathfrak{g}=\mathfrak{s l}_{n}$.
(vi) Prove Proposition 17.4. Hint: View $\mathcal{O}(\mathcal{N})$ as an algebra over $\mathcal{R}:=S \mathfrak{n}_{+} \otimes S \mathfrak{n}_{-}$. Use the arguments of Subsection 13.1 to show that it is a free $\mathcal{R}$-module of rank $|W|$. Show that the specialization of $\mathcal{O}(\mathcal{N})$ at a generic point $z \in \mathfrak{n}_{+}^{*} \times \mathfrak{n}_{-}^{*}$ is a semisimple algebra of dimension $|W|$ (use (iv)). Now take $f \in \mathcal{O}(\mathcal{N})$ such that $f^{k}=0$ for some $k$, and deduce that the specialization of $f$ at $z$ is zero. Conclude that $f=0$.
Proposition 17.6. (i) The orbit $O_{e}:=\operatorname{Ad}(G) e$ is open and dense in $\mathcal{N}$.
(ii) All regular nilpotent elements in $\mathfrak{g}$ are conjugate to $e$.
(iii) $\mathcal{N}$ is an irreducible affine variety. Thus $(S \mathfrak{g})_{0}$ is an integral domain.

Proof. (i) This follows from Corollary 17.3 and the fact that every nilpotent element in $\mathfrak{g}$ can be conjugated into $\mathfrak{n}_{+}$.
(ii) The orbit $O_{x}$ of every regular nilpotent element $x$ has the same dimension as $O_{e}$, so the statement follows from (i). Indeed, since $O_{e}$ is open and dense, $\mathcal{N} \backslash O_{e}$ has smaller dimension than $\mathcal{N}$, hence can't contain $O_{x}$.
(iii) follows from (i) and Proposition 17.4, since $O_{e}$ is smooth and connected (being an orbit of a connected group), hence irreducible.

Corollary 17.7. $U_{\chi}$ is an integral domain for all $\chi$.
Proof. This follows from Proposition 17.6 (iii) since $\operatorname{gr}\left(U_{\chi}\right)=(S \mathfrak{g})_{0}$.

Exercise 17.8. Let $e$ be a nilpotent element in a semisimple complex Lie algebra $\mathfrak{g}$, and $\mathfrak{g}^{e}$ be the centralizer of $e$. Let (,) be the Killing form of $\mathfrak{g}$.
(i) Show that $\left(e, \mathfrak{g}^{e}\right)=0$ (prove that for any $x \in \mathfrak{g}^{e}$, the operator $\operatorname{ad}_{e} \operatorname{ad}_{x}$ is nilpotent).
(ii) Show that there exists $h \in \mathfrak{g}$ such that $[h, e]=2 e$ (use that $\operatorname{Im}\left(\operatorname{ad}_{e}\right)=\mathfrak{g}^{\mathrm{e} \perp}$ to deduce that $\left.e \in \operatorname{Im}\left(\mathrm{ad}_{e}\right)\right)$.
(iii) Show that in (ii), $h$ can be chosen semisimple (consider the Jordan decomposition $h=s+n$ ). From now on we choose $h$ in such a way.
(iv) Show that $\mathbb{C} h \oplus \mathfrak{g}^{e}$ is a Lie subalgebra of $\mathfrak{g}$.
(v) Assume that $\mathfrak{g}^{e}$ is nilpotent. Show that there is a basis of $\mathfrak{g}$ in which the operator $\operatorname{ad}_{x}$ is upper triangular for all $x \in \mathbb{C} h \oplus \mathfrak{g}^{e}$ (use Lie's theorem). Deduce that $(h, x)=0$ for all $x \in \mathfrak{g}^{e}$.
(vi) Show that if $\mathfrak{g}^{e}$ is nilpotent then there are $h, f \in \mathfrak{g}$ such that $[h, e]=2 e,[e, f]=h$ and $[h, f]=-2 f$. In other words, there is a homomorphism of Lie algebras $\phi: \mathfrak{s l}_{2} \rightarrow \mathfrak{g}$ such that $\phi(E)=e$, $\phi(H)=h, \phi(F)=f$. Show that $h$ is semisimple and $f$ is nilpotent.
(vii) (Jacobson-Morozov theorem, part I) Show that the conclusion of (vi) holds for any $e$ (without assuming that $\mathfrak{g}^{e}$ is nilpotent). (Hint: use induction in $\operatorname{dim} \mathfrak{g}$. If $\mathfrak{g}^{e}$ is not nilpotent, use Jordan decomposition to find a nonzero semisimple element $x \in \mathfrak{g}^{e}$ and consider the Lie algebra $\mathfrak{g}^{x}$. Show that $\mathfrak{g}^{\prime}:=\left[\mathfrak{g}^{x}, \mathfrak{g}^{x}\right]$ is semisimple and $\left.e \in \mathfrak{g}^{\prime}\right)$.
(viii) Show that for given $e, h$, the homomorphism $\phi$ in (vi,vii) is unique (i.e., $f$ is uniquely determined by $e, h$ ).
(ix) (Jacobson-Morozov theorem, part II) Show that for a fixed $e$, $\exp \left(\mathfrak{g}^{e}\right)$ (the Lie subgroup corresponding to $\mathfrak{g}^{e}$ ) is a closed Lie subgroup of the adjoint group $G_{\text {ad }}$ corresponding to $\mathfrak{g}$, and the element $h$ (hence also $f$ ) can be chosen uniquely up to conjugation by $\exp \left(\mathfrak{g}_{e}\right)$. (Hint: Let $h^{\prime}$ be another choice of $h$, and consider the element $h^{\prime}-h \in \mathfrak{g}^{e}$.)
(x) Explain why the Jacobson-Morozov theorem extends to reductive Lie algebras (where by a nilpotent element we mean one that is nilpotent in any finite dimensional representation). Give an elementary proof of this theorem for $\mathfrak{g}=\mathfrak{g l}_{n}$ using only linear algebra.
(xi) Show that there are finitely many conjugacy classes of nilpotent elements in $\mathfrak{g}$, i.e., the nilpotent cone $\mathcal{N}$ has finitely many $G_{\text {ad }}$-orbits. (Hint: Consider the variety $X$ of homomorphisms $\phi: \mathfrak{s l}_{2} \rightarrow \mathfrak{g}$ and show that it is a disjoint union of finitely many closed $G_{\text {ad }}$-orbits. To this end, show that the tangent space to $X$ at each $x \in X$ coincides with the tangent space of the orbit $G x$ at the same point, using that $\left.\operatorname{Ext}_{\mathfrak{s l 2}}^{1}(\mathbb{C}, \mathfrak{g})=0\right)$.

## 18. Maps of finite type, Duflo-Joseph theorem

18.1. Maps of finite type. Let $M, N$ be $\mathfrak{g}$-modules. Let $\operatorname{Hom}_{\mathrm{fin}}(M, N)$ be the space of linear maps from $M$ to $N$ which generate a finite dimensional $\mathfrak{g}$-module under the adjoint action $a \circ T:=[a, T]$. The elements of $\operatorname{Hom}_{\text {fin }}(M, N)$ are called linear maps of finite type. For example, a module homomorphism is a map of finite type, as it generates a trivial 1-dimensional $\mathfrak{g}$-module.

Exercise 18.1. Show that any map of finite type has the form $(f \otimes 1) \circ \Phi$, where $f \in V^{*}$ for some finite dimensional $\mathfrak{g}$-module $V$ and $\Phi: M \rightarrow V \otimes N$ is a module homomorphism.

Note that $\operatorname{Hom}_{\text {fin }}(M, N)$ is a $\mathfrak{g}$-bimodule with bimodule structure given by

$$
(a, b) \circ T:=a T+T b,
$$

$a, b \in \mathfrak{g}$. Moreover, it is clear that if $M$ has central character $\chi$ and $N$ has central character $\theta$ then $\operatorname{Hom}_{\text {fin }}(M, N)$ has central character $(\theta, \chi)$.

Proposition 18.2. If $M, N \in \mathcal{O}$ then $\operatorname{Hom}_{\mathrm{fin}}(M, N)$ is an admissible $\mathfrak{g}$-bimodule.

Proof. We must show that fo every simple finite dimensional $\mathfrak{g}$-module $V$, the space

$$
\operatorname{Hom}_{\mathfrak{g}}\left(V, \operatorname{Hom}_{\text {fin }}(M, N)\right)=\operatorname{Hom}_{\mathfrak{g}}\left(V, \operatorname{Hom}_{\mathbb{C}}(M, N)\right)
$$

is finite dimensional. Let $\mu(M, N, V)$ be its dimension (a nonnegative integer of infinity). Since the functor $(M, N) \mapsto \operatorname{Hom}_{\mathbb{C}}(M, N)$ is exact in both arguments, for any short exact sequence

$$
0 \rightarrow M_{1} \rightarrow M_{2} \rightarrow M_{3} \rightarrow 0
$$

we have

$$
\begin{aligned}
& \mu\left(M_{2}, N, V\right)=\mu\left(M_{1}, N, V\right)+\mu\left(M_{3}, N, V\right) \\
& \mu\left(N, M_{2}, V\right)=\mu\left(N, M_{1}, V\right)+\mu\left(N, M_{3}, V\right)
\end{aligned}
$$

Thus, since $M, N$ have finite length, it suffices to establish the result for $M, N$ simple. Then $M$ is a quotient of $M_{\lambda}$ and $N$ a submodule of $M_{\mu}^{\vee}$ for some $\lambda, \mu$, so $\operatorname{Hom}_{\mathbb{C}}(M, N) \subset \operatorname{Hom}_{\mathbb{C}}\left(M_{\lambda}, M_{\mu}^{\vee}\right)$. But by Exercise 8.13, for any finite dimensional $\mathfrak{g}$-module $V$,

$$
\begin{gathered}
\operatorname{Hom}_{\mathfrak{g}}\left(V, \operatorname{Hom}_{\mathbb{C}}\left(M_{\lambda}, M_{\mu}^{\vee}\right)\right) \cong \operatorname{Hom}_{\mathfrak{g}}\left(V \otimes M_{\lambda}, M_{\mu}^{\vee}\right) \cong \\
\operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V^{*} \otimes M_{\mu}^{\vee}\right) \cong V^{*}[\lambda-\mu] .
\end{gathered}
$$

This implies the statement.

Proposition 18.3. For $M, N \in \mathcal{O}$ and a finite dimensional $\mathfrak{g}$-module V we have

$$
\operatorname{Hom}_{\mathrm{fin}}(M, V \otimes N)=V \otimes \operatorname{Hom}_{\mathrm{fin}}(M, N)
$$

Exercise 18.4. Prove Proposition 18.3 .
Proposition 18.5. Let $V$ be a finite dimensional $\mathfrak{g}$-module. Then for any $\lambda \in \mathfrak{h}^{*}$, we have

$$
\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V \otimes M_{\lambda}\right)=\operatorname{dim} V[0]
$$

Thus the multiplicity of $V$ in $\operatorname{Hom}_{\mathrm{fin}}\left(M_{\lambda}, M_{\lambda}\right)$ equals $\operatorname{dim} V[0]$.
Proof. By Exercise 8.14, the statement holds if $M_{\lambda}$ is irreducible, i.e., generically. Thus $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V \otimes M_{\lambda}\right) \geq \operatorname{dim} V[0]$, and it remains to prove the opposite inequality. Let $M_{\mu}$ be the simple Verma submodule of $M_{\lambda}$. Given $\Phi: M_{\lambda} \rightarrow V \otimes M_{\lambda}$, we claim that the restriction of $\Phi$ to $M_{\mu}$ must land in $V \otimes M_{\mu}$. Indeed, otherwise we will have a nonzero (hence injective) homomorphism $M_{\mu} \rightarrow V \otimes\left(M_{\lambda} / M_{\mu}\right)$, which is impossible by growth considerations.

But by Exercise 8.14, the statement holds if $\lambda$ is replaced by $\mu$. So if it does not hold for $\lambda$ then there is a nonzero $\Phi$ which kills $M_{\mu}$. Thus $\Phi$ defines a nonzero homomorphism $M_{\lambda} / M_{\mu} \rightarrow M_{\lambda} \otimes V$, which is impossible since $M_{\lambda} \otimes V$ is a free, hence torsion free $U\left(\mathfrak{n}_{-}\right)$-module, while every homogeneous vector in $M_{\lambda} / M_{\mu}$ is torsion (as this module does not contain free $U\left(\mathfrak{n}_{-}\right)$-submodules by growth considerations). This establishes the proposition.

Remark 18.6. Note that Proposition 18.5 does not extend to maps $M_{\lambda+\nu} \rightarrow V \otimes M_{\lambda}$ where $\nu \in P$ is nonzero. Namely, if $M_{\lambda}$ is irreducible then we have $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda+\nu}, V \otimes M_{\lambda}\right)=\operatorname{dim} V[\nu]$, so in general $\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda+\nu}, V \otimes M_{\lambda}\right) \geq \operatorname{dim} V[\nu]$, and the inequality can, in fact, be strict. The simplest example is $\mathfrak{g}=\mathfrak{s l}_{2}, V=\mathbb{C}, \lambda=0, \nu=-2$, in which case the left hand side is 1 and the right hand side is 0 .

Also the expectation value map

$$
\langle,\rangle: \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V \otimes M_{\lambda}\right) \rightarrow V[0]
$$

need not be an isomorphism, even though its source and target have the same dimension. The simplest example is $\mathfrak{g}=\mathfrak{s l}_{2}, \lambda=0$, and $V$ is the adjoint representation. We have

$$
\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{0}, V \otimes M_{0}\right)=\operatorname{dim} \operatorname{Hom}_{\mathfrak{g}}\left(M_{0}, V \otimes M_{-2}\right)=1
$$

so the only (up to scaling) nonzero homomorphism $\Phi: M_{0} \rightarrow V \otimes M_{0}$ in fact lands in $V \otimes M_{-2} \subset V \otimes M_{0}$. Thus $\langle\Phi\rangle=0$.

### 18.2. The Duflo-Joseph theorem.

Proposition 18.7. The action homomorphism

$$
\phi: U_{\chi_{\lambda+\rho}} \rightarrow \operatorname{Hom}_{\mathrm{fin}}\left(M_{\lambda}, M_{\lambda}\right)
$$

is injective.
Proof. Let $M_{\mu} \subset M_{\lambda}$ be a simple Verma submodule with highest weight vector $v$. Let $B_{\mu, \beta}: U\left(\mathfrak{n}_{+}\right)[\beta] \otimes U\left(\mathfrak{n}_{-}\right)[-\beta] \rightarrow \mathbb{C}$ be the pairing defined by the equality

$$
a b v=B_{\mu, \beta}(a, b) v
$$

As $M_{\mu}$ is simple, this pairing is nondegenerate.
Consider the multiplication map

$$
\xi: U\left(\mathfrak{n}_{-}\right) \otimes U\left(\mathfrak{n}_{+}\right) \rightarrow U_{\chi_{\lambda+\rho}} .
$$

We claim that the map $\phi \circ \xi$ is injective, hence so are $\xi$ and $\left.\phi\right|_{\operatorname{Im} \xi}$. Indeed, let $x \in U\left(\mathfrak{n}_{-}\right) \otimes U\left(\mathfrak{n}_{+}\right)$be a nonzero element. We can uniquely write $x=\sum_{\alpha \in Q_{+}} x_{\alpha}$, where $x_{\alpha} \in U\left(\mathfrak{n}_{-}\right) \otimes U\left(\mathfrak{n}_{+}\right)[\alpha]$. Let $\beta \in Q_{+}$be a minimal element such that $x_{\beta}=\sum_{i} b_{i} \otimes a_{i} \neq 0$, where $\left\{a_{i}\right\}$ is a basis of $U\left(\mathfrak{n}_{+}\right)[\beta]$. Let $\left\{a_{i}^{*}\right\}$ be the dual basis of $U\left(\mathfrak{n}_{-}\right)[-\beta]$ with respect to $B_{\mu, \beta}$. Then

$$
(\phi \circ \xi)(x) a_{j}^{*} v=b_{j} v .
$$

Since $b_{j}$ are not all zero, there exists $j$ such that $b_{j} v \neq 0$. It follows that $(\phi \circ \xi)(x) \neq 0$, as claimed.

Thus, denoting the PBW filtration by $F_{n}$, we have

$$
\operatorname{dim} F_{n}\left(U_{\chi_{\lambda+\rho}} / \operatorname{Ker} \phi\right) \geq \operatorname{dim} F_{n}\left(U\left(\mathfrak{n}_{-}\right) \otimes U\left(\mathfrak{n}_{+}\right)\right) \geq C n^{\operatorname{dim} \mathfrak{g}-r}
$$

for some $C>0$. On the other hand, assume that $\operatorname{Ker} \phi \neq 0$ and consider the nonzero ideal

$$
\operatorname{gr}(\operatorname{Ker} \phi) \subset(S \mathfrak{g})_{0}=\mathcal{O}(\mathcal{N})
$$

This ideal contains a principal ideal $\mathcal{O}(\mathcal{N}) f$, where $f \in \mathcal{O}(\mathcal{N})$ is a nonzero homogeneous element. Since $\mathcal{O}(\mathcal{N})$ is a domain (Proposition 17.6 (iii)), this ideal is a free $\mathcal{O}(\mathcal{N})$-module generated by $f$.

$$
\begin{gathered}
\operatorname{dim} F_{n}\left(U_{\chi_{\lambda+\rho}} / \operatorname{Ker} \phi\right)=\operatorname{dim} \operatorname{gr}_{\leq n}(\mathcal{O}(\mathcal{N}) / \operatorname{gr}(\operatorname{Ker} \phi))= \\
\leq \operatorname{dim}_{\operatorname{gr}}^{\leq n}(\mathcal{O}(\mathcal{N}) / \mathcal{O}(\mathcal{N}) f) \leq C^{\prime} n^{\operatorname{dim} \mathfrak{g}-r-1}
\end{gathered}
$$

for some $C^{\prime}>0$. So we get that $C n^{\operatorname{dim} \mathfrak{g}-r} \leq C^{\prime} n^{\operatorname{dim} \mathfrak{g}-r-1}$. This is a contradiction, so $\operatorname{Ker} \phi=0$ and thus $\phi$ is injective.

Corollary 18.8. (The Duflo-Joseph theorem) $\phi$ is an isomorphism.

Proof. Consider the restriction $\phi_{V}$ of $\phi$ to the $V^{*}$-isotypic component. Thus

$$
\phi_{V}: \operatorname{Hom}_{\mathfrak{g}}\left(V^{*},\left(U_{\chi_{\lambda+\rho}}\right)_{\mathrm{ad}}\right) \rightarrow \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda}, V \otimes M_{\lambda}\right) .
$$

By Kostant's theorem, the source of this map has dimension $\operatorname{dim} V[0]$, while by Proposition 18.5, so does the target. Since by Proposition 18.7 $\phi_{V}$ is injective, it follows that $\phi_{V}$ is an isomorphism for all $V$, hence so is $\phi$.

Corollary 18.9. If $V$ is a finite dimensional $\mathfrak{g}$-module then the natural map $V \otimes U_{\chi_{\lambda+\rho}} \rightarrow \operatorname{Hom}_{\text {fin }}\left(M_{\lambda}, V \otimes M_{\lambda}\right)$ is an isomorphism.
Proof. This follows from Proposition 18.3 and Corollary 18.8.

### 18.3. Central characters of Harish-Chandra bimodules.

Corollary 18.10. Let $V$ be a finite dimensional $\mathfrak{g}$-module and $\lambda \in \mathfrak{h}^{*}$.
(i) The left central characters occurring in $V \otimes U_{\chi_{\lambda}}$ are $\chi_{\lambda+\nu}$ where $\nu$ runs over weights of $V$.
(ii) If $M$ is a $\mathfrak{g}$-module with central character $\chi_{\lambda}$ then the central characters occurring in $V \otimes M$ are among $\chi_{\lambda+\nu}$ where $\nu$ runs over weights of $V$.
(iii) If $M$ is a nonzero Harish-Chandra $\mathfrak{g}$-bimodule with central char$\operatorname{acter}\left(\chi_{\lambda}, \chi_{\mu}\right)$ then there is $w \in W$ such that $w \lambda-\mu \in P$.
Proof. (i) This follows from Corollary 18.9.
(ii) follows from (i) and the isomorphism

$$
V \otimes M \cong\left(V \otimes U_{\chi_{\lambda}}\right) \otimes_{U_{\chi_{\lambda}}} M
$$

(iii) This follows from (i) since by Corollary 14.5 any irreducible Harish-Chandra bimodule is a quotient of $V \otimes U_{\chi_{\mu}}$ for some $\mu, V$.

Let $H C_{\theta, \chi}(\mathfrak{g})$ be the category of Harish-Chandra $\mathfrak{g}$-bimodules with generalized central character $(\theta, \chi)$.
Corollary 18.11. The category of Harish-Chandra $\mathfrak{g}$-bimodules $H C(\mathfrak{g})$ has a decomposition according to generalized central characters:

$$
H C(\mathfrak{g})=\oplus_{\gamma, \lambda} H C_{\chi_{\lambda+\gamma}, \chi_{\lambda}}(\mathfrak{g}),
$$

where $\gamma \in P_{+}$and $\lambda \in \mathfrak{h}^{*} / \operatorname{Stab}(\gamma)$ (here $\operatorname{Stab}(\gamma)$ is the stabilizer of $\gamma$ in $W$ ). In particular, if $(\theta, \chi)$ cannot be written as $\left(\chi_{\lambda+\gamma}, \chi_{\lambda}\right), \lambda \in \mathfrak{h}^{*}$, $\gamma \in P_{+}$, then $H C_{\theta, \chi}(\mathfrak{g})=0$.

Proof. This follows from Exercise 15.5 and Corollary 18.10 .

## 19. Principal series representations

### 19.1. Residual finiteness of $U(\mathfrak{g})$.

Proposition 19.1. The homomorphism $\phi: U(\mathfrak{g}) \rightarrow \prod_{\lambda \in P_{+}} \operatorname{End}\left(L_{\lambda}\right)$ is injective.

Proof. Let $x \in \operatorname{Ker} \phi$, and $G$ be the simply connected group with Lie algebra $\mathfrak{g}$. Then by the Peter-Weyl theorem, $x$ acts by zero on $\mathcal{O}(G):=$ $\oplus_{\lambda \in P_{+}} L_{\lambda} \otimes L_{\lambda}^{*}$ (where $x$ acts only on the first component). This means that the right-invariant differential operator on $G$ defined by $x$ is zero, i.e., $x=0$.

Exercise 19.2. Give another proof of Proposition 19.1 which does not use the Peter-Weyl theorem. Take $x \in \operatorname{Ker} \phi$.
(i) Show by interpolation that $x$ acts by zero in every Verma module $M_{\lambda}$.
(ii) Show that if $x \in U(\mathfrak{g})$ acts by zero in $M_{\lambda}$ for all $\lambda$ then $x=0$.

Note that Proposition 19.1 implies that any $z \in U(\mathfrak{g})$ which acts by a scalar in all $L_{\lambda}$ belongs to $Z(\mathfrak{g})$. Indeed, in this case for any $x \in U(\mathfrak{g})$, $[x, z]$ acts by zero in $L_{\lambda}$, hence $[x, z]=0$.
19.2. Principal series. Let $\lambda, \mu \in \mathfrak{h}^{*}, \lambda-\mu \in P$. Define the principal series bimodule

$$
\mathbf{M}(\lambda, \mu):=\operatorname{Hom}_{\mathrm{fin}}\left(M_{\lambda-\rho}, M_{\mu-\rho}^{\vee}\right) \in H C_{\chi_{\mu}, \chi_{\lambda}}(\mathfrak{g}) .
$$

Then we have

$$
\begin{equation*}
\mathbf{M}(\lambda, \mu)=\oplus_{V \in \operatorname{irr}(\mathfrak{g})} V \otimes V^{*}[\lambda-\mu] . \tag{15}
\end{equation*}
$$

The bimodule $\mathbf{M}(\lambda, \mu)$ represents a certain functor that has a nice independent description.

Proposition 19.3. Let $X \in H C(\mathfrak{g})$. Then

$$
\operatorname{Hom}_{\mathfrak{g}-\operatorname{bimod}}(X, \mathbf{M}(\lambda, \mu)) \cong \operatorname{Hom}_{\left(\mathfrak{b}_{-}, \mathfrak{b}_{+}\right)-\operatorname{bimod}}\left(X \otimes \mathbb{C}_{\lambda-\rho}, \mathbb{C}_{\mu-\rho}\right)
$$

where the $\left(\mathfrak{b}_{-}, \mathfrak{b}_{+}\right)$-bimodule structure on $\mathbb{C}_{\mu-\rho}$ is defined by the character $(\mu-\rho, 0)$ and on $\mathbb{C}_{\lambda-\rho}$ by the character $(0, \lambda-\rho)$.

Proof. We have

$$
\operatorname{Hom}_{\mathfrak{g}-\operatorname{bimod}}(X, \mathbf{M}(\lambda, \mu))=\operatorname{Hom}_{\mathfrak{g}-\operatorname{bimod}}\left(X \otimes M_{\lambda-\rho}, M_{\mu-\rho}^{\vee}\right),
$$

where the right copy of $\mathfrak{g}$ acts trivially on $M_{\mu-\rho}^{\vee}$ and the left copy of $\mathfrak{g}$ acts trivially on $M_{\lambda-\rho}$. Frobenius reciprocity then yields

$$
\operatorname{Hom}_{\mathfrak{g}-\operatorname{bimod}}(X, \mathbf{M}(\lambda, \mu))=\operatorname{Hom}_{95}^{\left(b_{+}, \mathfrak{g}\right)-\operatorname{bimod}}\left(X \otimes \mathbb{C}_{\lambda-\rho}, M_{\mu-\rho}^{\vee}\right) .
$$

Since $X \otimes \mathbb{C}_{\lambda-\rho}$ is diagonalizable under the adjoint action of $\mathfrak{h}$, on the right hand side we may replace $M_{\mu-\rho}^{\vee}$ with its completion $\widehat{M}_{\mu-\rho}^{\vee}$ (the Cartesian product of all weight spaces). Then applying Frobenius reciprocity again, we get the desired statement.

Let us give an explicit realization of $\mathbf{M}(\lambda, \mu)$. By (15), $\mathbf{M}(\lambda, \mu)$ is spanned by elements $\Phi_{v, \ell}: M_{\lambda-\rho} \rightarrow M_{\mu-\rho}^{\vee}, v \in V, \ell \in V^{*}[\lambda-\mu]$, where

$$
\Phi_{v, \ell} u:=\left(v \otimes 1, \Phi_{\ell} u\right),
$$

and $\Phi_{\ell}: M_{\lambda-\rho} \rightarrow V^{*} \otimes M_{\mu-\rho}^{\vee}$ is the homomorphism for which $\left\langle\Phi_{\ell}\right\rangle=\ell$, for finite dimensional $\mathfrak{g}$-modules $V$. Moreover these elements easily express in terms of such elements for simple $V$. Thus for any $V$ and $y \in V \otimes V^{*}(0)$ we can define the linear map $\Phi_{V}(y): M_{\lambda-\rho} \rightarrow M_{\mu-\rho}^{\vee}$ which depends linearly on $y$ with $\Phi_{V}(v \otimes \ell)=\Phi_{v, \ell}$, and every element of $\mathbf{M}(\lambda, \mu)$ is of this form.

Proposition 19.4. The right action of $\mathfrak{g}$ on $\mathbf{M}(\lambda, \mu)$ is given by the formula

$$
\Phi_{V}(v \otimes \ell) \cdot b=\Phi_{\mathfrak{g} \otimes V}\left([b \otimes v] \bigotimes\left[(\lambda-\rho) \otimes \ell+\sum_{\alpha \in R_{+}} f_{\alpha}^{*} \otimes f_{\alpha} \ell\right]\right)
$$

Proof. Consider the homomorphism

$$
\Psi_{\ell}:=\sum_{i} b_{i}^{*} \otimes \Phi_{\ell} b_{i}: M_{\lambda-\rho} \rightarrow \mathfrak{g}^{*} \otimes V^{*} \otimes M_{\mu-\rho}^{\vee}
$$

where $\left\{b_{i}\right\}$ is a basis of $\mathfrak{g}$ and $\left\{b_{i}^{*}\right\}$ the dual basis of $\mathfrak{g}^{*}$. We have

$$
\left\langle\Psi_{\ell}\right\rangle=\sum b_{i}^{*} \otimes\left\langle\Phi_{\ell} b_{i}\right\rangle \in \mathfrak{g}^{*} \otimes V^{*}
$$

where the expectation value map $\langle$,$\rangle is defined in Exercise 8.13. But$

$$
\left\langle\Phi_{\ell} h\right\rangle=(\lambda-\rho, h) \ell,\left\langle\Phi_{\ell} e_{\alpha}\right\rangle=0,\left\langle\Phi_{\ell} f_{\alpha}\right\rangle=f_{\alpha} \ell
$$

for $\alpha \in R_{+}$. Thus we get

$$
\left\langle\Psi_{\ell}\right\rangle=(\lambda-\rho) \otimes \ell+\sum_{\alpha \in R_{+}} f_{\alpha}^{*} \otimes f_{\alpha} \ell
$$

hence

$$
\Psi_{\ell}=\Phi_{(\lambda-\rho) \otimes \ell+\sum_{\alpha \in R_{+}} f_{\alpha}^{*} \otimes f_{\alpha} \ell .}
$$

This implies the statement since

$$
\left(\Phi_{V}(v \otimes \ell) \cdot b\right) u=\left(v \otimes 1, \Phi_{\ell} b u\right)=\left(b \otimes v \otimes 1, \Psi_{\ell} u\right), u \in M_{\lambda-\rho} .
$$

This leads to a geometric construction of the principal series. Namely, let $G$ be the simply connected group with Lie algebra $\mathfrak{g}, B=B_{+}$be the Borel subgroup of $G$ whose Lie algebra is $\mathfrak{b}_{+}$and $H=B /[B, B]$ the corresponding torus. Fix $\lambda, \mu \in \mathfrak{h}^{*}$ with $\lambda-\mu \in P$. Define a real-analytic character

$$
\psi_{\lambda, \mu}: H \rightarrow \mathbb{C}^{\times}
$$

by

$$
\psi_{\lambda, \mu}(x):=\lambda(x) \mu\left(x^{*}\right)^{-1}
$$

where $x^{*}$ is the image of $x$ under the compact antiholomorphic involution $*: H \rightarrow H$ (i.e., such that $H^{\sigma}=H_{c}$, the compact real form of $H)$. For example, for $G=S L_{2}, \lambda, \mu$ are complex numbers with $\lambda-\mu$ an integer and $x^{*}=\bar{x}^{-1}$, so

$$
\psi_{\lambda, \mu}(x)=x^{\lambda} \bar{x}^{\mu}=x^{\lambda-\mu}|x|^{2 \mu}
$$

Define $C_{\lambda, \mu}^{\infty}(G / B)$ to be the space of smooth functions on $G$ satisfying

$$
F(g b)=F(g) \psi_{\lambda, \mu}(b)
$$

This is naturally an admissible representation of $G$ : we have $G / B=$ $G_{c} / H_{c}$, so the multiplicity space of $V$ in $C_{\lambda, \mu}^{\infty}(G / B)$ is $V^{*}[\lambda-\mu]$; namely, $C_{\lambda, \mu}^{\infty}(G / B)^{\mathrm{fin}}=C_{\lambda-\mu}^{\infty}\left(G_{c} / H_{c}\right)^{\mathrm{fin}}$, the space of $G_{c}$-finite functions on $G_{c}$ (under left translations) such that

$$
F(g x)=F(g) \lambda(x) \mu(x)^{-1}
$$

for $x \in H_{c}$.
Proposition 19.5. We have an isomorphism

$$
\xi: \mathbf{M}(\lambda, \mu) \rightarrow C_{\lambda-\rho, \mu-\rho}^{\infty}(G / B)^{\mathrm{fin}}
$$

as Harish-Chandra bimodules. Namely, $\xi\left(\Phi_{v, \ell}\right)$ is the matrix coefficient $\psi_{v, \ell}(g):=(v, g \ell), g \in G_{c}$.
Exercise 19.6. Prove Proposition 19.5. Hint: Use Proposition 19.4 to show that $\xi$ is a well defined isomorphism of $\mathfrak{g}_{\mathrm{ad}}$-modules, and after applying $\xi$ the right action of $\mathfrak{g}$ looks like

$$
(\psi \cdot b)(g)=(\lambda-\rho)(\operatorname{Ad}(g) b) \psi(g)+\sum_{\alpha \in R_{+}} f_{\alpha}^{*}(\operatorname{Ad}(g) b)\left(R\left(f_{\alpha}\right) \psi\right)(g)
$$

where $R\left(f_{\alpha}\right)$ is the left-invariant vector field equal to $f_{\alpha}$ at 1 . Then show that the right action of $\mathfrak{g}$ on $C_{\lambda-\rho, \mu-\rho}^{\infty}(G / B)$ is given by the same formula.
19.3. The functor $H_{\lambda}$. Define the functor $H_{\lambda}: \mathcal{O}_{\theta} \rightarrow H C_{\theta, \chi_{\lambda}}$ given by

$$
H_{\lambda}(X):=\operatorname{Hom}_{\text {fin }}\left(M_{\lambda-\rho}, X\right) .
$$

Note that $H_{\lambda}\left(M_{\mu-\rho}^{\vee}\right)=\mathbf{M}(\lambda, \mu)$.
Proposition 19.7. The functor $H_{\lambda}$ exact when $\lambda$ is dominant.
Proof. If $V$ is a finite dimensional $\mathfrak{g}$-module then

$$
\operatorname{Hom}_{\mathfrak{g}}\left(V, H_{\lambda}(X)\right)=\operatorname{Hom}_{\mathfrak{g}}\left(V \otimes M_{\lambda-\rho}, X\right),
$$

which is exact as $V \otimes M_{\lambda-\rho}$ is projective.

## 20. BGG reciprocity and BGG Theorem

### 20.1. A vanishing lemma for Ext groups.

Lemma 20.1. Let $X \in \mathcal{O}$ be a free $U\left(\mathfrak{n}_{-}\right)$-module. Then for any $\mu \in \mathfrak{h}^{*}$ we have

$$
\operatorname{Ext}_{\mathcal{O}}^{i}\left(X, M_{\mu}^{\vee}\right)=0, i>0
$$

Proof. Fix a projective resolution $P_{\bullet}$ of $X$ in $\mathcal{O}$ and consider the complex $\operatorname{Hom}_{\mathfrak{g}}\left(P_{\bullet}, M_{\mu}^{\vee}\right)$ which computes the desired Ext groups. Since $P_{i}$ have a weight decomposition,

$$
\operatorname{Hom}_{\mathfrak{g}}\left(P_{\bullet}, M_{\mu}^{\vee}\right)=\operatorname{Hom}_{\mathfrak{g}}\left(P_{\bullet}, \widehat{M}_{\mu}^{\vee}\right)
$$

where $\widehat{M}_{\mu}^{\vee}:=\prod_{\beta \in \mathfrak{h}^{*}} \widehat{M}_{\mu}^{\vee}[\beta]$ is the completion of $M_{\mu}^{\vee}$. We have

$$
\widehat{M}_{\mu}^{\vee}=\operatorname{Coind}_{\mathfrak{b}_{-}}^{\mathfrak{g}}\left(\mathbb{C}_{\mu}\right):=\operatorname{Hom}_{\mathfrak{b}_{-}}\left(U(\mathfrak{g}), \mathbb{C}_{\mu}\right) \cong \operatorname{Hom}_{\mathbb{C}}\left(U\left(\mathfrak{n}_{+}\right), \mathbb{C}_{\mu}\right)
$$

Thus, Frobenius reciprocity yields

$$
\operatorname{Hom}_{\mathfrak{g}}\left(P_{\bullet}, \widehat{M}_{\mu}^{\vee}\right)=\operatorname{Hom}_{\mathfrak{b}_{-}}\left(P_{\bullet}, \mathbb{C}_{\mu}\right)
$$

By Proposition 16.6(ii), $P_{i}$ are free $U\left(\mathfrak{n}_{-}\right)$-modules, so the exact sequence of $U\left(\mathfrak{n}_{-}\right)$-modules

$$
\ldots \rightarrow P_{1} \rightarrow P_{0} \rightarrow X \rightarrow 0
$$

is split. Thus the complex $\operatorname{Hom}_{\mathfrak{b}_{-}}\left(P_{\bullet}, \mathbb{C}_{\mu}\right)$ is exact in positive degrees, which implies the statement.
20.2. Standard filtrations. A standard (or Verma) filtration on $X \in \mathcal{O}$ is a filtration for which successive quotients are Verma modules. $X$ is called standardly filtered if it admits a standard filtration. It is clear that every standardly filtered object $X$ is necessarily a free $U\left(\mathfrak{n}_{-}\right)$-module.

Corollary 20.2. If $X$ is standardly filtered then $\operatorname{Ext}_{\mathcal{O}}^{i}\left(X, M_{\mu}^{\vee}\right)=0$ for all $\mu \in \mathfrak{h}^{*}$ and $i>0$.

Proof. This follows from Lemma 20.1.
The converse also holds. In fact, we have
Theorem 20.3. $X$ is standardly filtered if and only if

$$
\operatorname{Ext}_{\mathcal{O}}^{1}\left(X, M_{\lambda}^{\vee}\right)=0
$$

for all $\lambda \in \mathfrak{h}^{*}$.

Proof. Let $E$ be a finite dimensional vector space, and suppose we have a short exact sequence in $\mathcal{O}$ :

$$
0 \rightarrow K \rightarrow E \otimes M_{\lambda} \rightarrow Z \rightarrow 0
$$

with $K[\lambda]=0$.
Lemma 20.4. If $\operatorname{Ext}_{\mathcal{O}}^{1}\left(Z, M_{\mu}^{\vee}\right)=0$ for all $\mu \in \mathfrak{h}^{*}$ then $K=0$ and $Z \cong E \otimes M_{\lambda}$.

Proof. The long exact sequence of cohomology yields

$$
\ldots \rightarrow \operatorname{Hom}\left(E \otimes M_{\lambda}, M_{\mu}^{\vee}\right) \rightarrow \operatorname{Hom}\left(K, M_{\mu}^{\vee}\right) \rightarrow \operatorname{Ext}_{\mathcal{O}}^{1}\left(Z, M_{\mu}^{\vee}\right)=0
$$

For $\lambda \neq \mu$, we have $\operatorname{Hom}\left(M_{\lambda}, M_{\mu}^{\vee}\right)=0$, so it follows that $\operatorname{Hom}\left(K, M_{\mu}^{\vee}\right)=$ 0 . But we also have $\operatorname{Hom}\left(K, M_{\lambda}^{\vee}\right)=0$, as $K[\lambda]=0$, while every nonzero submodule of $M_{\lambda}^{\vee}$ contains $L_{\lambda}$. It follows that $K=0$.

Now let us prove the theorem. We only need to prove the "if" direction. We argue by induction in the length of $X$ (with the base case $X=0$ being trivial). Let $\lambda$ be a maximal weight in $P(X)$ and $E:=X[\lambda]$. Let $Z$ be the submodule of $X$ generated by $E$; it is a quotient of $E \otimes M_{\lambda}$ by a submodule $K$ with $K[\lambda]=0$. We have a short exact sequence

$$
0 \rightarrow Z \rightarrow X \rightarrow Y \rightarrow 0
$$

Thus from the long exact sequence of cohomology we get an exact sequence

$$
\ldots \rightarrow \operatorname{Hom}\left(Z, M_{\mu}^{\vee}\right) \rightarrow \operatorname{Ext}_{\mathcal{O}}^{1}\left(Y, M_{\mu}^{\vee}\right) \rightarrow \operatorname{Ext}_{\mathcal{O}}^{1}\left(X, M_{\mu}^{\vee}\right)=0
$$

It follows that for $\mu \neq \lambda$ we have $\operatorname{Ext}_{\mathcal{O}}^{1}\left(Y, M_{\mu}^{\vee}\right)=0$, as in this case $\operatorname{Hom}\left(Z, M_{\mu}^{\vee}\right)=0\left(\right.$ since $Z$ is a quotient of $\left.E \otimes M_{\lambda}\right)$. On the other hand, if $\mu=\lambda$ then by the argument in the proof of Lemma 20.1 we have

$$
\operatorname{Ext}_{\mathcal{O}}^{1}\left(Y, M_{\lambda}^{\vee}\right)=\operatorname{Ext}_{\mathcal{C}}^{1}\left(Y, \mathbb{C}_{\lambda}\right)
$$

where $\mathcal{C}$ is the category of $\mathfrak{h}$-semisimple $\mathfrak{b}_{-}$-modules. But $\operatorname{Ext}_{\mathcal{C}}^{1}\left(Y, \mathbb{C}_{\lambda}\right)=$ 0 , as all weights of $Y$ are not $>\lambda$ and hence any short exact sequence of $\mathfrak{b}_{-}$-modules

$$
0 \rightarrow \mathbb{C}_{\lambda} \rightarrow \tilde{Y} \rightarrow Y \rightarrow 0
$$

canonically splits. By the induction assumption, it follows that $Y$ is standardly filtered, so by Corollary 20.2. $\operatorname{Ext}^{i}\left(Y, M_{\mu}^{\vee}\right)=0$ for all $i \geq 1$, in particular for $i=1,2$. Thus the long exact sequence of Ext groups gives

$$
\operatorname{Ext}^{1}\left(Z, M_{\mu}^{\vee}\right)=\operatorname{Ext}^{1}\left(X, M_{\mu}^{\vee}\right)=0
$$

hence $Z=E \otimes M_{\lambda}$ by Lemma 20.4. This completes the induction step.

Corollary 20.5. (i) Every $X \in \mathcal{O}$ which is a free $U\left(\mathfrak{n}_{-}\right)$-module is standardly filtered. In particular, for any $\lambda \in \mathfrak{h}^{*}$ and finite dimensional $\mathfrak{g}$-module $V$, the module $V \otimes M_{\lambda}$ is standardly filtered.
(ii) Any projective object $P \in \mathcal{O}$ is standardly filtered.

Proof. (i) Follows from Theorem 20.3 and Lemma 20.1 .
(ii) Immediate from Theorem 20.3.
20.3. BGG reciprocity. Denote by $d_{\lambda \mu}$ the multiplicity of $L_{\mu}$ in the Jordan-Hölder series of $M_{\lambda}$. Since characters of $L_{\mu}$ are linearly independent, these numbers are determined from the formula

$$
\sum_{\mu} d_{\lambda \mu} \operatorname{ch}\left(L_{\mu}\right)=\operatorname{ch}\left(M_{\lambda}\right)=\frac{e^{\lambda}}{\prod_{\alpha \in R_{+}}\left(1-e^{-\alpha}\right)}
$$

Thus the knowledge of $d_{\lambda \mu}$ is equivalent to the knowledge of the characters $\operatorname{ch}\left(L_{\lambda}\right)$.

Since by Proposition 20.5 (ii) the projective covers $P_{\lambda}$ of $L_{\lambda}$ are standardly filtered, we may also define the multiplicities $d_{\lambda \mu}^{*}$ of $M_{\mu}$ in $P_{\lambda}$. These are independent on the choice of the standard filtration and are determined by the formula

$$
\operatorname{ch}\left(P_{\lambda}\right)=\sum_{\mu} d_{\lambda \mu}^{*} \operatorname{ch}\left(M_{\lambda}\right)=\sum_{\mu} d_{\lambda \mu}^{*} \frac{e^{\lambda}}{\prod_{\alpha \in R_{+}}\left(1-e^{-\alpha}\right)}
$$

Theorem 20.6. (BGG reciprocity) We have $d_{\lambda \mu}^{*}=d_{\mu \lambda}$.
Proof. We compute $\operatorname{dim} \operatorname{Hom}\left(P_{\lambda}, M_{\mu}^{\vee}\right)$ in two ways. First using the standard filtration of $P_{\lambda}$ and Lemma 20.1. we have $\operatorname{dim} \operatorname{Hom}\left(P_{\lambda}, M_{\mu}^{\vee}\right)=$ $d_{\lambda \mu}^{*}$. On the other hand, using that the multiplicity of $L_{\lambda}$ in $M_{\mu}^{\vee}$ is $d_{\mu \lambda}$, we get $\operatorname{dim} \operatorname{Hom}\left(P_{\lambda}, M_{\mu}^{\vee}\right)=d_{\mu \lambda}$.

Let $c_{\lambda \mu}=\operatorname{dim} \operatorname{Hom}\left(P_{\lambda}, P_{\mu}\right)$ be the entries of the Cartan matrix $C$ of $\mathcal{O}$. They are equal to the multiplicities of $L_{\lambda}$ in $P_{\mu}$.

Corollary 20.7. We have

$$
c_{\lambda \mu}=\sum_{\nu} d_{\nu \lambda} d_{\nu \mu}
$$

In other words, $C=D^{T} D$ where $D=\left(d_{\lambda \mu}\right)$.
Note that since $D$ is upper triangular with respect to the partial order $\leq$ with ones on the diagonal, it can be uniquely recovered from $C$ by Gauss decomposition. Thus the knowledge of $D$ is equivalent to the knowledge of $C$.

Example 20.8. Consider the structure of the category $\mathcal{O}_{\chi}$ for $\mathfrak{g}=$ $\mathfrak{s l}_{2}$. The only interesting case is $\chi=\chi_{\lambda+1}$ for $\lambda \in \mathbb{Z}_{\geq 0}$. Then the simple objects are $X=L_{\lambda}$ (finite dimensional) and $Y=M_{-\lambda-2}$. By Proposition 16.4, the projective cover $P_{X}$ is just the Verma module $M_{\lambda}$, which has composition series $[X, Y]$, starting from the head $X$. To determine $P_{Y}$, consider the tensor product $P:=M_{-1} \otimes L_{\lambda+1}$. This is projective with character

$$
\operatorname{ch}(P)=\operatorname{ch}\left(M_{\lambda}\right)+\operatorname{ch}\left(M_{\lambda-2}\right)+\ldots+\operatorname{ch}\left(M_{-\lambda-2}\right)
$$

Thus denoting by $\Pi_{\lambda}$ the projection functor to the generalized central character $\chi_{\lambda+1}$, we get that

$$
\operatorname{ch}\left(\Pi_{\lambda}(P)\right)=\operatorname{ch}\left(M_{\lambda}\right)+\operatorname{ch}\left(M_{-\lambda-2}\right)
$$

Note that $M_{-\lambda-2}$ is not projective since $\operatorname{Ext}_{\mathcal{O}}{ }_{\mathcal{O}}\left(M_{-\lambda-2}, L_{\lambda}\right) \neq 0$ (there is a nontrivial extension $M_{\lambda}^{\vee}$ ). Thus $\Pi_{\lambda}(P)$ is indecomposable (otherwise one of the summands in the decomposition would have to be $M_{-\lambda-2}$ ), i.e., $\Pi_{\lambda}(P)=P_{Y}$. Since it maps to $Y$ and receives an injection from $M_{\lambda}$, its composition series is $[Y, X, Y]$. This is the big projective object of $\mathcal{O}_{\chi}$. We this get for $\mathcal{O}_{\chi}$ :

$$
D=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), C=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right)
$$

We can now compute the (basic) algebra $A$ whose module category is equivalent to $\mathcal{O}_{\chi}$. This is the algebra $A=\operatorname{End}\left(P_{X} \oplus P_{Y}\right)$, and it has dimension $\sum_{i, j} c_{i j}=5$. The basis is formed by $1_{X}, 1_{Y}$ and morphisms $a: P_{X} \rightarrow P_{Y}, b: P_{Y} \rightarrow P_{X}$ and $a b: P_{Y} \rightarrow P_{Y}$. Moreover, we have $b a=0$. Thus the algebra $A$ is the path algebra of the quiver with two vertices $x, y$ with edges $a: x \rightarrow y$ and $b: y \rightarrow x$ with the only relation $b a=0$.
20.4. The duality functor. Let $\tau: \mathfrak{g} \rightarrow \mathfrak{g}$ be the Cartan involution given by $\tau\left(e_{i}\right)=f_{i}, \tau\left(f_{i}\right)=e_{i}, \tau\left(h_{i}\right)=-h_{i}$. For $X \in \mathcal{O}$ let $X^{\tau}$ be the module $X$ twisted by $\tau$, and $X^{\vee}=\left(X^{\tau}\right)_{\text {fin }}^{*}$, the $\mathfrak{h}$-finite part of $\left(X^{\tau}\right)^{*}$. The following proposition is easy:

Proposition 20.9. (i) $X^{\vee} \in \mathcal{O}$ and has the same character and composition series as $X$.
(ii) $\left(M_{\lambda}\right)^{\vee}=M_{\lambda}^{\vee}, L_{\lambda}^{\vee}=L_{\lambda}$.
(iii) the assignment $X \mapsto X^{\vee}$ is an involutive equivalence of categories $\mathcal{O} \rightarrow \mathcal{O}^{\mathrm{op}}$ which preserves the decomposition into $\mathcal{O}_{\chi}(S)$.

Corollary 20.10. $\mathcal{O}$ has enough injectives, namely the injective hull of $L_{\lambda}$ is $P_{\lambda}^{\vee}$.
20.5. The Jantzen filtration. It turns out that every Verma module $M_{\lambda}$ carries a canonical finite filtration by submodules called the Jantzen filtration, which plays an important role in studying category $\mathcal{O}$. In fact, this filtration is defined much more generally, as follows.

Let $k$ be a field and $V, U$ be free $k[[t]]$-modules of the same rank $d<\infty$, and let $B \in \operatorname{Hom}(V, W)$ be such that $\operatorname{det} B:=\wedge^{d} B$ is nonzero. Let $V_{0}:=V / t V$. Define $V_{m} \subset V_{0}$ to be the space of all $v_{0} \in V_{0}$ such that there exists a lift $v \in V$ of $v_{0}$ for which $B v \in t^{m} W$. It is clear that $V_{0} \supset V_{1} \supset V_{2} \supset \ldots$ with $V_{1}=\operatorname{Ker} B(0)$, and $V_{m}=0$ for some $m$. Thus we get a finite descending filtration $\left\{V_{j}\right\}$ of $V_{0}$ called the Jantzen filtration attached to $B$.

Exercise 20.11. (i) Show that there exist unique nonnegative integers $n_{1} \leq \ldots \leq n_{d}$ such that for some bases $e_{1}, \ldots, e_{d}$ of $V$ and $f_{1}, \ldots, f_{d}$ of $W$ over $k[[t]]$ one has $B e_{i}=t^{n_{i}} f_{i}$, and that $\operatorname{Coker} B \cong \oplus_{i=1}^{d}\left(k[t] / t^{n_{i}}\right)$ as a $k[[t]]$-module. Deduce that the order of vanishing of $\operatorname{det} B$ at $t=0$ equals $\operatorname{dim}_{k} \operatorname{Coker} B=\sum_{i=1}^{d} n_{i}$.
(ii) Suppose $\operatorname{dim} V_{j}=d_{j}$ (so $d_{0}=d$ ). Show that for all $j \in \mathbb{Z}_{\geq 0}$, $n_{i}=j$ if and only if $d-d_{j}<i \leq d-d_{j+1}$, and deduce the Jantzen sum formula: the order of vanishing of $\operatorname{det} B$ at $t=0$ equals $\sum_{j \geq 1} d_{j}$.
(iii) Suppose that $V, W$ are modules over some $k[[t]]$-algebra $A$ with $A_{0}:=A / t A$ (for example, $A=A_{0}[[t]]$ and $V, W$ are $A_{0}$-modules), and $B$ is an $A$-module homomorphism. Show that the Jantzen filtration of $V_{0}$ attached to $B$ is a filtration by $A_{0}$-submodules.

The Jantzen filtration on $M_{\lambda}$ is now defined using the homomorphism $B: M_{\lambda(t)} \rightarrow M_{\lambda(t)}^{\vee}$ over $A_{0}:=U(\mathfrak{g})$ corresponding to the Shapovalov form, where $\lambda(t):=\lambda+t \rho$. Namely, we define it separately on each weight subspace. For example, $\left(M_{\lambda}\right)_{1}=J_{\lambda}$ is the maximal proper submodule of $M_{\lambda}$.

Exercise 20.12. (Jantzen sum formula for $M_{\lambda}$ ) Use the Jantzen sum formula of Exercise 20.11 and the formula for the determinant of the Shapovalov form (Exercise 8.15) to show that

$$
\sum_{j \geq 1} \operatorname{ch}\left(\left(M_{\lambda}\right)_{j}\right)=\sum_{\alpha \in R_{+}:\left(\lambda+\rho, \alpha^{\vee}\right) \in \mathbb{Z} \geq 1} \operatorname{ch}\left(M_{\lambda-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha}\right) .
$$

20.6. The BGG theorem. The following is the converse to Theorem 15.11

Theorem 20.13. (Bernstein - I. Gelfand -S. Gelfand) If $L_{\mu-\rho}$ occurs in the composition series of $M_{\lambda-\rho}$ (i.e., $d_{\lambda-\rho, \mu-\rho} \neq 0$ ) then $\mu \preceq \lambda$.

Proof. It is clear that $\lambda-\mu \in Q_{+}$. The proof is by induction in the integer $n:=\left(\lambda-\mu, \rho^{\vee}\right)$. If $n=0$, the statement is obvious, so we only need to justify the induction step for $n>0$. Then $L_{\mu-\rho}$ occurs in $J_{\lambda-\rho}=\left(M_{\lambda-\rho}\right)_{1}$, the degree 1 part of the Jantzen filtration of $M_{\lambda}$. Thus by the Jantzen sum formula (Exercise 20.12), $L_{\mu-\rho}$ must occur in $M_{\lambda-\rho-\left(\lambda, \alpha^{\vee}\right) \alpha}=M_{s_{\alpha} \lambda-\rho}$ for some $\alpha \in R_{+}$such that $\left(\lambda, \alpha^{\vee}\right) \in \mathbb{Z}_{\geq 1}$. By the induction assumption, we then have $\mu \preceq s_{\alpha} \lambda$. But $s_{\alpha} \lambda \prec \lambda$, so we get $\mu \prec \lambda$.

Corollary 20.14. The following conditions on $\mu \leq \lambda$ are equivalent.
(i) $\mu \preceq \lambda$
(ii) $L_{\mu-\rho}$ occurs in $M_{\lambda-\rho}$.
(iii) $\operatorname{dim} \operatorname{Hom}\left(M_{\mu-\rho}, M_{\lambda-\rho}\right) \neq 0$.

## 21. Multiplicities in category $\mathcal{O}$

The multiplicities $d_{\lambda \mu}$ are complicated in general, and the (eventually successful) attempt to understand them was one of the main developments that led to creation of geometric representation theory. These multiplicities are given by the Kazhdan-Lusztig conjecture (1979) proved by Beilinson-Bernstein and independently by BrylinskiKashiwara in 1981. By now several proofs of this conjecture are known, but they are complicated and beyond the scope of this course. However, let us give the statement of this result. To simplify the exposition, we do so for $\mathcal{O}_{\chi_{\lambda}}$ when $\lambda \in P_{+}$; it turns out that this case captures all the complexity of the situation, and the general case is similar.
21.1. The Hecke algebra. Even to formulate the Kazhdan-Lusztig conjecture, we need to introduce an object which seemingly has nothing to do with our problem - the Hecke algebra of $W$. Namely, recall that $W$ is defined by generators $s_{i}, i=1, \ldots, r$ subject to the braid relations

$$
s_{i} s_{j} \ldots=s_{j} s_{i} \ldots, \quad i \neq j
$$

where the length of both words is $m_{i j}$ such that $a_{i j} a_{j i}=4 \cos ^{2} \frac{\pi}{m_{i j}}$ (for $\left.a_{j i} a_{i j}=0,1,2,3, m_{i j}=2,3,4,6\right)$, and also the relations $s_{i}^{2}=1$. The same relations of course define the group algebra $\mathbb{Z} W$, in which the last relation can be written as the quadratic relation $\left(s_{i}+1\right)\left(s_{i}-1\right)=0$. The Hecke algebra $H_{q}(W)$ of $W$ is defined over $\mathbb{Z}\left[q^{\frac{1}{2}}, q^{-\frac{1}{2}}\right]$ by the generators $T_{i}$ satisfying the same braid relations

$$
T_{i} T_{j \ldots}=T_{j} T_{i} \ldots, \quad i \neq j,
$$

and the deformed quadratic relations

$$
\left(T_{i}+1\right)\left(T_{i}-q\right)=0
$$

For every $w \in W$ we can define the element $T_{w}=T_{i_{1}} \ldots T_{i_{m}}$ for every reduced decomposition $w=s_{i_{1}} \ldots . s_{i_{m}}$. This is independent on the reduced decomposition since any two of them can be related by using only the braid relations. Moreover, it is easy to see that the elements $T_{w}$ span $H_{q}(W)$, since any non-reduced product of $T_{i}$ can be expressed via shorter products by using the quadratic relations for $T_{i}$. Moreover, we have

Proposition 21.1. $T_{w}, w \in W$ are linearly independent, so they form a basis of $H_{q}(W)$. Thus $H_{q}(W)$ is a free $\mathbb{Z}\left[q^{\frac{1}{2}}, q^{-\frac{1}{2}}\right]$-module of rank $|W|$.

Proof. Let $V$ be the free $\mathbb{Z}\left[q^{\frac{1}{2}}, q^{-\frac{1}{2}}\right]$-module with basis $X_{w}, w \in W$. Define a left action of the free algebra with generators $T_{i}$ on $V$ by

$$
T_{i} X_{w}=X_{s_{i} w}
$$

if $\ell\left(s_{i} w\right)=\ell(w)+1$ and

$$
T_{i} X_{w}=(q-1) X_{w}+q X_{s_{i} w}
$$

if $\ell\left(s_{i} w\right)=\ell(w)-1$. We claim that this action factors through $H_{q}(W)$. To show this, define a right action of the same free algebra on $V$ by

$$
X_{w} T_{i}=X_{w s_{i}}
$$

if $\ell\left(w s_{i}\right)=\ell(w)+1$ and

$$
X_{w} T_{i}=(q-1) X_{w}+q X_{w s_{i}}
$$

if $\ell\left(w s_{i}\right)=\ell(w)-1$. It is easy to check by a direct computation that these two actions commute:

$$
\begin{equation*}
\left(T_{i} X_{w}\right) T_{j}=T_{i}\left(X_{w} T_{j}\right) \tag{16}
\end{equation*}
$$

Also the elements $X_{1} T_{w}$ clearly span $V$. Thus to prove the relations of $H_{q}(W)$ for the left action, it suffices to check them on $X_{1}$, which is straightforward.

Since $T_{w} X_{1}=X_{w}$ are linearly independent, it follows that $T_{w}$ are linearly independent, as claimed.
Exercise 21.2. Check identity (16).
The quadratic relation for $T_{i}$ implies that it is invertible in the Hecke algebra, with inverse

$$
T_{i}^{-1}=q^{-1}\left(T_{i}+1-q\right) .
$$

These inverses satisfy the relation $\left(T_{i}^{-1}+1\right)\left(T_{i}^{-1}-q^{-1}\right)=0$ (obtained by multiplying the quadratic relation for $T_{i}$ by $-T_{i}^{-2} q^{-1}$ ), and also the braid relations. It follows that the Hecke algebra has an involutive automorphism $D$ that sends $q^{\frac{1}{2}}$ to $q^{-\frac{1}{2}}$ and each $T_{i}$ to $T_{i}^{-1}$. More generally one has $D\left(T_{w}\right)=T_{w^{-1}}^{-1}$.
21.2. The Bruhat order. Recall that the partial Bruhat order on $W$ is defined as follows: $y \leq w$ if a reduced decomposition of $y$ can be obtained from a reduced decomposition of $w$ by crossing out some $s_{i}$; thus $y \leq w$ implies that $\ell(y) \leq \ell(w)$, and if the equality holds then $y=w$. Moreover, if $\ell(w)=\bar{\ell}(y)+1$ then $y<w$ iff $y=y_{1} y_{2}$ and $w=y_{1} s_{i} y_{2}$ for some $i$, where $\ell(y)=\ell\left(y_{1}\right)+\ell\left(y_{2}\right)$. In this case we say that $w$ covers $y$, and $y \leq w$ iff there exists a sequence $y=x_{0}<x_{1}<$ $\ldots<x_{m}=w$ such that $x_{j+1}$ covers $x_{j}$ for all $j$ (here $m=\ell(w)-\ell(y)$ ).

Exercise 21.3. Show that if $y \leq w$ then for any dominant $\lambda \in P$, $w \lambda \preceq y \lambda$, and the converse holds if $\lambda$ is regular (i.e., $W_{\lambda}=1$ ).

Example 21.4. For type $A_{1}$ the Bruhat order is the covering relation $1<s$. For type $A_{2}$ the covering relations are

$$
1<s_{1}, s_{2}<s_{1} s_{2}, s_{2} s_{1}<s_{1} s_{2} s_{1}=s_{2} s_{1} s_{2}
$$

### 21.3. Kazhdan-Lusztig polynomials.

Theorem 21.5. There exist unique polynomials $P_{y, w} \in \mathbb{Z}[q]$ such that
(a) $P_{y, w}=0$ unless $y \leq w$, and $P_{w, w}=1$;
(b) If $y<w$ then $P_{y, w}$ has degree at most $\frac{\ell(w)-\ell(y)-1}{2}$;
(c) The elements

$$
C_{w}:=q^{-\frac{\ell(w)}{2}} \sum_{y} P_{y, w}(q) T_{y} \in H_{q}(W)
$$

satisfy $D\left(C_{w}\right)=C_{w}$.
Proof. Let $y=s_{i_{1}} \ldots s_{i_{l}}$ be a reduced decomposition of $y$. Then we have

$$
T_{y^{-1}}^{-1}=\prod_{j=1}^{l} T_{i_{j}}^{-1}=q^{-\ell(y)} \prod_{j=1}^{l}\left(T_{i_{j}}+1-q\right)
$$

Thus there exist unique polynomials $R_{x, y} \in \mathbb{Z}[q]$ such that

$$
D\left(T_{y}\right)=T_{y^{-1}}^{-1}=\sum_{x} q^{-\ell(x)} R_{x, y}\left(q^{-1}\right) T_{x}
$$

with $R_{x, y}=0$ unless $x=y$ (in which case $R_{x, y}(q)=1$ ) or $\ell(x)<\ell(y)$. It is easy to check that $R_{x, y}$ can be computed using the following recursive rules: for a simple reflection $s$,

$$
\begin{aligned}
& R_{x, y}=R_{s x, s y}, s x<x, s y<y \\
R_{x, y}= & (q-1) R_{x, s y}+q R_{s x, s y}, s x>x, s y<y
\end{aligned}
$$

(we have $R_{x, 1}=\delta_{x, 1}$ and for $y \neq 1$ there is always $i$ such that $s_{i} y<y$ ). This implies by induction in $\ell(y)$ that $R_{x, y}=0$ unless $x \leq y$. Indeed, if $x^{\prime}:=s x<x, y^{\prime}:=s y<y$ then $R_{x, y}=R_{x^{\prime}, y^{\prime}}$, so if this is nonzero then by the induction assumption $x^{\prime} \leq y^{\prime}$, hence $s x^{\prime} \leq s y^{\prime}$, i.e., $x \leq y$. On the other hand, if $s x>x, s y<y$ and $R_{x, y} \neq 0$ then either $R_{x, s y} \neq 0$ or $R_{s x, s y} \neq 0$, hence either $x \leq s y$ or $s x \leq s y$. But each one of the inequalities $x \leq s y$, $s x \leq s y$ implies $x \leq y$.

We also see by induction that $\operatorname{deg} R_{x, y} \leq \ell(y)-\ell(x)$.
Now it is easy to compute that the condition that $D\left(C_{w}\right)=C_{w}$ is equivalent to the recursion

$$
q^{\frac{\ell(w)-\ell(x)}{2}} P_{x, w}\left(q^{-1}\right)-q^{\frac{\ell(x)-\ell(w)}{2}} P_{x, w}(q)=
$$

$$
\sum_{x<y}(-1)^{\ell(x)+\ell(y)} q^{\frac{-\ell(x)+2 \ell(y)-\ell(w)}{2}} R_{x, y}\left(q^{-1}\right) P_{y, w}(q) .
$$

We can now see that this recursion has a unique solution $P_{x, w}$ with required properties, as the two terms on the left are supposed to be polynomials in $q^{\frac{1}{2}}$ and $q^{-\frac{1}{2}}$ without constant terms.

The elements $C_{w}$ form a basis of the Hecke algebra called the KazhdanLusztig basis, and the polynomials $P_{y, w}$ are called the KazhdanLusztig polynomials.
21.4. Kazhdan-Lusztig conjecture. The Kazhdan-Lusztig conjecture (now a theorem) is:

Theorem 21.6. (i) $P_{y, w}$ has non-negative coefficients.
(ii) The multiplicity $\left[M_{y \bullet \lambda}: L_{w \bullet \lambda}\right]$ equals $P_{y, w}(1)$.

The polynomials $P_{y, w}$ have the property that if $y \leq w$ then $P_{y, w}(0)=$ 1 , so if in addition $\ell(w)-\ell(y) \leq 2$ then $P_{y, w}(q)=1$ (indeed, it has to be a polynomial of degree 0 ). Also if $w=w_{0}$ then $P_{y, w}=1$ for all $y$.

Example 21.7. For type $A_{2}\left(\mathfrak{g}=\mathfrak{s l}_{3}\right)$ we have the following decompositions in the Grothendieck group of $\mathcal{O}_{\chi_{\lambda}}$ (where we abbreviate $s_{i_{1}} \ldots s_{i_{k}} \cdot \lambda$ as $i_{1} \ldots i_{k}$ :

$$
\begin{gathered}
M_{121}=L_{121} \\
M_{12}=L_{12}+L_{121} \\
M_{21}=L_{21}+L_{121} \\
M_{1}=L_{1}+L_{12}+L_{21}+L_{121} \\
M_{2}=L_{2}+L_{12}+L_{21}+L_{121} \\
M_{\emptyset}=L_{\emptyset}+L_{1}+L_{2}+L_{12}+L_{21}+L_{121} .
\end{gathered}
$$

Exercise 21.8. Compute the Cartan matrix of the category $\mathcal{O}_{\chi_{\lambda}}$ for $\mathfrak{g}=\mathfrak{s l}_{3}$ for regular weights $\lambda$.

## 22. Projective functors - I

22.1. Projective functors and projective $\theta$-functors. Let $\operatorname{Rep}(\mathfrak{g})_{f}$ be the category of $\mathfrak{g}$-modules in which the center $Z(\mathfrak{g})$ of $U(\mathfrak{g})$ acts through its finite dimensional quotient. We have

$$
\operatorname{Rep}(\mathfrak{g})_{f}=\oplus_{\theta \in \mathfrak{h}^{*} / W} \operatorname{Rep}(\mathfrak{g})_{\theta},
$$

where $\operatorname{Rep}(\mathfrak{g})_{\theta}$ is the category of modules with generalized central character $\theta$. Recall that for a finite dimensional $\mathfrak{g}$-module $V$ we have an exact functor $F_{V}: \operatorname{Rep}(\mathfrak{g}) \rightarrow \operatorname{Rep}(\mathfrak{g})$ given by $X \mapsto V \otimes X$ (e.g., $F_{\mathbb{C}}=\mathrm{Id}$ ), and that if $M$ has central character $\chi_{\lambda}$ then

$$
F_{V}(M)=\left(V \otimes U_{\chi_{\lambda}}\right) \otimes_{U_{\chi_{\lambda}}} M .
$$

Recall also that the central characters occurring in the left $\mathfrak{g}$-module $V \otimes U_{\chi_{\lambda}}$ are $\chi_{\lambda+\beta}$ for $\beta \in P(V)$ (Corollary 18.10); thus the central characters occurring in $F_{V}(M)$ belong to the same set. It follows that

$$
F_{V}\left(\operatorname{Rep}(\mathfrak{g})_{\chi_{\lambda}}\right) \subset \oplus_{\beta \in P(V)} \operatorname{Rep}(\mathfrak{g})_{\chi_{\lambda+\beta}},
$$

hence $F_{V}$ maps $\operatorname{Rep}(\mathfrak{g})_{f}$ to itself. Finally note that $F_{V^{*}}$ is both right and left adjoint to $F_{V}$.

Definition 22.1. A projective functor is an endofunctor of $\operatorname{Rep}(\mathfrak{g})_{f}$ which is isomorphic to a direct summand in $F_{V}$ for some $V$.

Example 22.2. For $\theta \in \mathfrak{h}^{*} / W$ let $\Pi_{\theta}: \operatorname{Rep}(\mathfrak{g})_{f} \rightarrow \operatorname{Rep}(\mathfrak{g})_{\theta}$ be the projection. Then $\mathrm{Id}=\oplus_{\theta \in \mathfrak{h}^{*} / W} \Pi_{\theta}$, hence $\Pi_{\theta}$ is a projective functor.

It is easy to see that projective functors form a category which is closed under taking compositions, direct summands and finite direct sums, and every projective functor admits a left and right adjoint which are also projective functors (we'll see that they are isomorphic). It is also clear that every projective functor $F$ has a decomposition

$$
F=\oplus_{\theta, \chi \in \mathfrak{h}^{*} / W} \Pi_{\chi} \circ F \circ \Pi_{\theta} .
$$

Finally, projective functors obviously map category $\mathcal{O}$ to itself and by Proposition 16.5 (i) send projectives of this category to projectives.

For a central character $\theta: Z(\mathfrak{g}) \rightarrow \mathbb{C}$ let $\operatorname{Rep}(\mathfrak{g})_{\theta}^{n} \subset \operatorname{Rep}(\mathfrak{g})_{\theta}$ be the subcategory of modules annihilated by $(\operatorname{Ker} \theta)^{n}$. In other words, $\operatorname{Rep}(\mathfrak{g})_{\theta}^{n}$ is the category of left modules over the algebra

$$
U_{\theta}^{(n)}:=U(\mathfrak{g}) /(\operatorname{Ker} \theta)^{n} U(\mathfrak{g})
$$

Every $M \in \operatorname{Rep}(\mathfrak{g})_{\theta}$ is the nested union of submodules $M_{n} \subset M$ of elements killed by $(\operatorname{Ker} \theta)^{n}$, and $M_{n} \in \operatorname{Rep}(\mathfrak{g})_{\theta}^{n}$. Note that $U_{\theta}^{(1)}=U_{\theta}$ and $\operatorname{Rep}(\mathfrak{g})_{\theta}^{1}$ is the category of modules with central character $\theta$.

For a projective functor $F$ denote by $F(\theta)$ the restriction of $F$ to $\operatorname{Rep}(\mathfrak{g})_{\theta}^{1}$.

Definition 22.3. A projective $\theta$-functor is a direct summand in $F_{V}(\theta)$.

For example, if $F$ is a projective functor then $F(\theta)$ is a projective $\theta$-functor.

Theorem 22.4. Let $F_{1}, F_{2}$ be projective $\theta$-functors for $\theta=\chi_{\lambda}$. Let

$$
i_{\lambda}: \operatorname{Hom}\left(F_{1}, F_{2}\right) \rightarrow \operatorname{Hom}\left(F_{1}\left(M_{\lambda-\rho}\right), F_{2}\left(M_{\lambda-\rho}\right)\right)
$$

Then $i_{\lambda}$ is an isomorphism.
Proof. It suffices to assume $F_{j}=F_{V_{j}}(\theta), j=1,2$. Let $V=V_{1}^{*} \otimes V_{2}$. Then $\operatorname{Hom}\left(F_{1}, F_{2}\right)=\operatorname{Hom}\left(\operatorname{Id}(\theta), F_{V}(\theta)\right)$ and

$$
\operatorname{Hom}\left(F_{1}\left(M_{\lambda-\rho}\right), F_{2}\left(M_{\lambda-\rho}\right)\right)=\operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda-\rho}, V \otimes M_{\lambda-\rho}\right)
$$

Thus it suffices to show that the natural map

$$
i_{\lambda}: \operatorname{Hom}\left(\operatorname{Id}(\theta), F_{V}(\theta)\right) \rightarrow \operatorname{Hom}_{\mathfrak{g}}\left(M_{\lambda-\rho}, V \otimes M_{\lambda-\rho}\right)
$$

is an isomorphism.
Recall that for associative unital algebras $A, B$, a right exact functor $F: A-\bmod \rightarrow B-\bmod$ has the form $F(X)=F(A) \otimes_{A} X$, where $F(A)$ is the corresponding $(B, A)$-bimodule. Thus if $F_{1}, F_{2}$ are two such functors then $\operatorname{Hom}\left(F_{1}, F_{2}\right) \cong \operatorname{Hom}_{(B, A)-\operatorname{bimod}}\left(F_{1}(A), F_{2}(A)\right)$. Applying this to $A=U_{\theta}$ and $B=U(\mathfrak{g})$, we get

$$
\operatorname{Hom}\left(\operatorname{Id}(\theta), F_{V}(\theta)\right)=\operatorname{Hom}_{\left(U(\mathfrak{g}), U_{\theta}\right)-\operatorname{bimod}}\left(U_{\theta}, V \otimes U_{\theta}\right)=\left(V \otimes U_{\theta}\right)^{\mathfrak{g}_{\mathrm{ad}}}
$$

Moreover, upon this identification the map $i_{\lambda}$ becomes the natural map

$$
i_{\lambda}:\left(V \otimes U_{\chi_{\lambda}}\right)^{\mathfrak{g}_{\mathrm{ad}}} \rightarrow \operatorname{Hom}\left(M_{\lambda-\rho}, V \otimes M_{\lambda-\rho}\right)^{\mathfrak{g}_{\mathrm{ad}}}
$$

But this map is an isomorphism by the Duflo-Joseph theorem, as it is obtained by restricting the Duflo-Joseph isomorphism

$$
U_{\chi_{\lambda}} \cong \operatorname{Hom}_{\text {fin }}\left(M_{\lambda-\rho}, M_{\lambda-\rho}\right)
$$

to the multiplicity space of $V^{*}$.

### 22.2. Lifting projective $\theta$-functors.

Proposition 22.5. (i) If $F_{1}, F_{2}$ are projective functors then every morphism $\phi: F_{1}(\theta) \rightarrow F_{2}(\theta)$ lifts to a morphism $\widehat{\phi}:\left.\left.F_{1}\right|_{\operatorname{Rep}(\mathfrak{g})_{\theta}} \rightarrow F_{2}\right|_{\operatorname{Rep}(\mathfrak{g})_{\theta}}$. (ii) If $F_{1}=F_{2}$ and $\phi^{2}=\phi$ then we can choose $\widehat{\phi}$ so that $\widehat{\phi}^{2}=\widehat{\phi}$.
(iii) If $\phi$ is an isomorphism then so is $\widehat{\phi}$.

Proof. (i) It suffices to show that there exist morphisms

$$
\phi_{n}:\left.\left.F_{1}\right|_{\operatorname{Rep}(\mathfrak{g})_{\theta}^{n}} \rightarrow F_{2}\right|_{\operatorname{Rep}(\mathfrak{g})_{\theta}^{n}}
$$

such that $\phi_{n}$ restricts to $\phi_{n-1}$ and $\phi_{1}=\phi$; then $\widehat{\phi}$ is the projective limit of $\phi_{n}$. As before, we may assume without loss of generality that $F_{1}=\mathrm{Id}$ and $F_{2}=F_{V}$. As explained in the proof of Theorem 22.4, we have

$$
\begin{gathered}
\operatorname{Hom}\left(\left.F_{1}\right|_{\operatorname{Rep}(\mathfrak{g})_{\theta}^{n}},\left.F_{2}\right|_{\operatorname{Rep}(\mathfrak{g})_{\theta}^{n}}\right)= \\
\operatorname{Hom}_{\left(U(\mathfrak{g}), U_{\theta}^{(n)}\right)-\operatorname{bimod}}\left(U_{\theta}^{(n)}, V \otimes U_{\theta}^{(n)}\right)=\left(V \otimes U_{\theta}^{(n)}\right)^{\mathfrak{g}_{\mathrm{ad}}} .
\end{gathered}
$$

This implies the statement, as the map $U_{\theta}^{(n)} \rightarrow U_{\theta}^{(n-1)}$ is onto and $V \otimes U_{\theta}^{(n)}$ is a semisimple $\mathfrak{g}_{\mathrm{ad}}$-module.
(ii) Let $F$ be a direct summand in $F_{V}$. Let $p: F_{V} \rightarrow F_{V}$ be the projection to $F$. Let $A:=\operatorname{End}(F(\theta))=p \operatorname{End}\left(F_{V}(\theta)\right) p$ and $\phi \in A$. Let $F^{n}(\theta)$ be the restriction of $F$ to $\operatorname{Rep}(\mathfrak{g})_{\theta}^{n}$, so that $F^{1}(\theta)=F(\theta)$. We have

$$
A_{n}:=\operatorname{End}\left(F^{n}(\theta)\right)=p \operatorname{End}\left(F_{V}^{n}(\theta)\right) p=p\left(\operatorname{EndV} \otimes U_{\theta}^{(n)}\right)^{\mathfrak{g}_{\mathrm{ad}}} p
$$

So we have a chain of surjective homomorphisms

$$
\ldots \rightarrow A_{n} \rightarrow A_{n-1} \rightarrow \ldots \rightarrow A_{1}=A
$$

and our job is to show that $\phi$ admits a chain of lifts

$$
\ldots \mapsto \phi_{n} \mapsto \phi_{n-1} \mapsto \ldots \mapsto \phi_{1}=\phi
$$

such that $\phi_{n} \in A_{n}$ and $\phi_{n}^{2}=\phi_{n}$.
To this end, note that the kernel $I$ of the surjection $A_{n} \rightarrow A_{n-1}$ satisfies $I^{2}=0$, so $I$ is a left and right module over $A_{n} / I=A_{n-1}$. So we can construct the desired chain of lifts by induction in $n$ as follows. Pick any lift $e_{*}$ of $e_{0}:=\phi_{n-1}$. Then $e_{*}-e_{*}^{2}=a \in I$, and $e_{0} a=a e_{0}$. We look for an idempotent $e$ in the form $e=e_{*}+b, b \in I$. The equation $e^{2}=e$ is then equivalent to

$$
e_{0} b+b e_{0}-b=a .
$$

Set $b=\left(2 e_{0}-1\right) a$. Then

$$
e_{0} b+b e_{0}-b=2 e_{0} a+\left(1-2 e_{0}\right) a=a
$$

as desired. Now we can set $\phi_{n}=e$.
(iii) If $\phi: F_{1}(\theta) \rightarrow F_{2}(\theta)$ is an isomorphism then it has the inverse $\psi: F_{2}(\theta) \rightarrow F_{1}(\theta)$ such that $\phi \circ \psi=1, \psi \circ \phi=1$. Let $\widehat{\phi}=\left(\phi_{n}\right)$ be a lift of $\phi$. Our job is to show that $\phi_{n}$ are isomorphisms for all $n$, which yields (iii). We prove it by induction in $n$.

The base is trivial, so we just need to do the induction step from $n-1$ to $n$. By the induction assumption, $\phi_{n-1}$ is invertible with $\phi_{n-1}^{-1}=\psi_{n-1}$.

Let $\psi_{n}$ be a lift of $\psi_{n-1}$ and consider the composition $\psi_{n} \circ \phi_{n}$ in the corresponding algebra $A_{n}$. Let $I$ be the kernel of the map $A_{n} \rightarrow A_{n-1}$. Then $\psi_{n} \circ \phi_{n}=1+a$ where $a \in I$. Since $I^{2}=0$, setting $\psi_{n}^{\prime}:=(1-a) \circ \psi_{n}$, we get $\psi_{n}^{\prime} \circ \phi_{n}=1$. Similarly we can construct $\psi_{n}^{\prime \prime}$ such that $\phi_{n} \circ \psi_{n}^{\prime \prime}=1$. Thus $\psi_{n}^{\prime}=\psi_{n}^{\prime \prime}$ is the inverse of $\phi_{n}$. This completes the induction step.

Corollary 22.6. (i) Let $F_{1}, F_{2}$ be projective functors. Then: any isomorphism $F_{1}\left(M_{\lambda-\rho}\right) \cong F_{2}\left(M_{\lambda-\rho}\right)$ lifts to an isomorphism

$$
\left.\left.F_{1}\right|_{\operatorname{Rep}(\mathfrak{g})_{\chi_{\lambda}}} \rightarrow F_{2}\right|_{\operatorname{Rep}(\mathfrak{g})_{\chi_{\lambda}}} ;
$$

(ii) Let $F$ be a projective functor. Then any decomposition $F\left(M_{\lambda-\rho}\right)=$ $\oplus_{i} M_{i}$ can be lifted to a decomposition $F=\oplus_{i} F_{i}$ where $F_{i}$ are projective functors and $F_{i}\left(M_{\lambda-\rho}\right)=M_{i}$;
(iii) Every projective $\theta$-functor is of the form $F(\theta)$ for a projective functor $F$.

Proof. (i) follows from Proposition 22.5(i),(iii) and Theorem 22.4 .
(ii) follows from Proposition 22.5 (ii).

To prove (iii), let $H$ be a projective $\theta$-functor, so $H \oplus H^{\prime}=F_{V}(\theta)$. Thus $H\left(M_{\lambda-\rho}\right) \oplus H^{\prime}\left(M_{\lambda-\rho}\right)=F_{V}\left(M_{\lambda-\rho}\right)$. So by (ii) there is a projective functor $F$ with $F(\theta)\left(M_{\lambda-\rho}\right) \cong F\left(M_{\lambda-\rho}\right) \cong H\left(M_{\lambda-\rho}\right)$. Thus $H \cong F(\theta)$ by Theorem 22.4 .

### 22.3. Decomposition of projective functors.

Proposition 22.7. (i) Each projective functor $F$ is a direct sum of indecomposable projective functors. Moreover, for $F \circ \Pi_{\theta}$ this sum is finite.
(ii) If $F=F \circ \Pi_{\chi_{\lambda}}$ for dominant $\lambda$ is an indecomposable projective functor then $F\left(M_{\lambda-\rho}\right)=P_{\mu-\rho}$ for some $\mu \in \mathfrak{h}^{*}$.

Proof. (i) We have $F=\oplus_{\theta \in \mathfrak{h}^{*} / W} F \circ \Pi_{\theta}$, so it suffices to show the statement for $F \circ \Pi_{\theta}$. Let $\theta=\chi_{\lambda}$, and consider $F \circ \Pi_{\theta}\left(M_{\lambda-\rho}\right) \in \mathcal{O}$. Let us write this object as a finite direct sum of indecomposables, $\oplus_{i=1}^{N} M_{i}$. Then by Corollary 22.6(ii) we get a decomposition $F \circ \Pi_{\theta}=\oplus_{i=1}^{N} F_{i}$, and all $F_{i}$ are indecomposable.
(ii) Since $F$ is indecomposable and $M_{\lambda-\rho}$ is projective, $F\left(M_{\lambda-\rho}\right)$ is indecomposable and projective, so the statement follows.

## 23. Projective functors - II

23.1. The Grothendieck group of $\mathcal{O}$. The Grothendieck group $K(\mathcal{O})$ of $\mathcal{O}$ is freely spanned by the classes of simple modules $\left[L_{\lambda-\rho}\right.$ ] or, more conveniently, by the classes of Verma modules $\left[M_{\lambda-\rho}\right]$, which we'll denote $\delta_{\lambda}$; so it is a basis of $K(\mathcal{O})$. Put an inner product on $K(\mathcal{O})$ by declaring this basis to be orthonormal. Note that if $P$ is projective then

$$
([P],[M])=\operatorname{dim} \operatorname{Hom}(P, M) .
$$

Indeed, in this case $\operatorname{dim} \operatorname{Hom}(P, M)$ is a linear function of $[M]$, and for $M=L_{\mu}$ by the BGG reciprocity we have:

$$
\operatorname{dim} \operatorname{Hom}\left(P_{\lambda}, M_{\mu}\right)=d_{\mu \lambda}=d_{\lambda \mu}^{*}=\left(\sum_{\nu} d_{\lambda \nu}^{*} \delta_{\nu+\rho}, \delta_{\mu+\rho}\right)=\left(\left[P_{\lambda}\right],\left[M_{\mu}\right]\right)
$$

Since every projective functor $F$ is exact, it defines an endomorphism $[F]$ of $K(\mathcal{O})$. For example,

$$
\left[F_{V}\right] \delta_{\lambda}=\sum_{\beta} m_{V}(\beta) \delta_{\lambda+\beta},
$$

where $m_{V}(\beta)$ is the weight multiplicity of $\beta$ in $V$. Clearly $\left[F_{1} \oplus F_{2}\right]=$ $\left[F_{1}\right]+\left[F_{2}\right]$ and $\left[F_{1} \circ F_{2}\right]=\left[F_{1}\right]\left[F_{2}\right]$.

Theorem 23.1. (i) If $F_{1}, F_{2}$ are projective functors with $\left[F_{1}\right]=\left[F_{2}\right]$ then $F_{1} \cong F_{2}$.
(ii) If $\left(F, F^{\vee}\right)$ are an adjoint pair of projective functors then $[F]$ is adjoint to $\left[F^{\vee}\right]$ under the inner product on $K(\mathcal{O})$.
(iii) For a projective functor $F$, its left and right adjoint are isomorphic.

Proof. (i) By Corollary 22.6, to prove (i), it suffices to show that

$$
F_{1}\left(M_{\lambda-\rho}\right) \cong F_{2}\left(M_{\lambda-\rho}\right)
$$

for all dominant $\lambda$. These objects are projective, so it is enough to check that they have the same character (or define the same element of $K(\mathcal{O})$ ). This implies the claim.
(ii) We need to show that $([F] x, y)=\left(x,\left[F^{\vee}\right] y\right)$. It suffices to take $x=[P]$ for projective $P$ and $y=[M]$. Then, since $F(P)$ is projective, we have

$$
\begin{gathered}
([F][P],[M])=([F(P)],[M])=\operatorname{dim} \operatorname{Hom}(F(P), M)= \\
\operatorname{dim} \operatorname{Hom}\left(P, F^{\vee}(M)\right)=\left([P],\left[F^{\vee}(M)\right]\right)=\left([P],\left[F^{\vee}\right][M]\right),
\end{gathered}
$$

as claimed.
(iii) follows from (i),(ii).
23.2. $W$-invariance. We have an action of the Weyl group $W$ on $K(\mathcal{O})$ by $w \delta_{\lambda}:=\delta_{w \lambda}$.

Theorem 23.2. If $F$ is a projective functor then $[F]$ commutes with $W$ on $K(\mathcal{O})$.

Proof. We may assume that $F=\Pi_{\chi} \circ F \circ \Pi_{\theta}$ for $\chi, \theta \in \mathfrak{h}^{*} / W$ and $F$ is indecomposable. Let $\lambda$ be a dominant weight such that $\theta=\chi_{\lambda}$. Define

$$
S=\left\{\mu \in \lambda+P: \chi_{\mu}=\chi\right\} .
$$

Let us say that $\lambda$ dominates $\chi$ if for every $\mu \in S$ we have $\lambda-\mu \in P_{+}$.
Lemma 23.3. When $\lambda$ dominates $\chi$ then
(i) Theorem 23.2 holds;
(ii) For each $\mu \in S$ there exists an indecomposable projective functor $F_{\mu}$ sending $M_{\lambda-\rho}$ to $P_{\mu-\rho}$.
Proof. (i) For a finite dimensional $\mathfrak{g}$-module $V$, let $G_{V}:=\Pi_{\chi} \circ F_{V} \circ \Pi_{\theta}$. Since the character of $V$ is $W$-invariant, $\left[F_{V}\right]$ commutes with $W$, hence so does $\left[G_{V}\right]$. Thus its suffices to show that $[F]$ is an integer linear combination of $\left[G_{V}\right]$ for various $V$.

By Proposition 22.7(ii), $F\left(M_{\lambda-\rho}\right)=P_{\mu-\rho}$, where $\mu \in S$. Let $\beta:=$ $\lambda-\mu$. By our assumption, $\beta \in P_{+}$. Define $n(\beta):=\left(\beta, 2 \rho^{\vee}\right)$, a nonnegative integer. We will prove the required statement by induction in $n(\beta)$.

The base of induction is $n(\beta)=0$, hence $\beta=0$ and $\mu=\lambda$. So $F\left(M_{\lambda-\rho}\right)=P_{\lambda-\rho}=M_{\lambda-\rho}$. This implies that $F=\Pi_{\theta}$, so $[F]$ is clearly commutes with $W$.

So it remains to justify the induction step. Let $L:=L_{\beta}^{*}$, a finite dimensional $\mathfrak{g}$-module. Consider the decomposition of the functor $G_{L}$ into indecomposables (which we have shown to exist in Proposition 22.7(ii)): $G_{L}=\oplus_{j} F_{\nu_{j}}$, where $\nu_{j} \in S$ and $F_{\nu_{j}}\left(M_{\lambda-\rho}\right)=P_{\nu_{j}-\rho}$ (this direct sum may contain repetitions). So $G_{L}\left(M_{\lambda-\rho}\right)=\oplus_{j} P_{\nu_{j}-\rho}$. Thus

$$
\left[G_{L}\right] \delta_{\lambda}=\sum_{j, \gamma} d_{\nu_{j}, \gamma}^{*} \delta_{\gamma}=\sum_{j, \gamma} d_{\gamma, \nu_{j}} \delta_{\gamma}=\sum_{j} \delta_{\nu_{j}}+\sum_{j, \gamma>\nu_{j}} d_{\gamma, \nu_{j}} \delta_{\gamma} .
$$

On the other hand,

$$
\begin{gathered}
{\left[G_{L}\right] \delta_{\lambda}=\left[G_{L}\left(M_{\lambda-\rho}\right)\right]=\left[\Pi_{\chi}\left(L \otimes M_{\lambda-\rho}\right)\right]=\left[\Pi_{\chi}\right] \sum_{\eta} m_{L}(\eta) \delta_{\lambda+\eta}=} \\
{\left[\Pi_{\chi}\right] \sum_{\eta} m_{L_{\beta}}(\eta) \delta_{\lambda-\eta}=\sum_{\eta: \chi_{\lambda-\eta}=\chi} m_{L_{\beta}}(\eta) \delta_{\lambda-\eta}=\sum_{\nu: \chi_{\nu}=\chi} m_{L_{\beta}}(\beta+\mu-\nu) \delta_{\nu}=} \\
\delta_{\mu}+\sum_{\nu>\mu: \chi_{\nu}=\chi} m_{L_{\beta}}(\beta+\mu-\nu) \delta_{\nu} .
\end{gathered}
$$

These two formulas for $\left[G_{L}\right] \delta_{\lambda}$ jointly imply that $\nu_{j} \geq \mu$ for all $j$, and only one of them equals $\mu$, i.e.,

$$
\begin{equation*}
G_{L}=F_{\mu} \oplus \bigoplus_{\nu \in S, \nu>\mu} c_{\nu \mu} F_{\nu} \tag{17}
\end{equation*}
$$

for some constants $c_{\nu \mu} \in \mathbb{Z}_{\geq 0}$. But if $\nu>\mu$ then $n(\lambda-\nu)<n(\lambda-\mu)$, so by the induction assumption $\left[F_{\nu}\right]$ for all $\nu>\mu$ in this sum are linear combinations of $\left[G_{V}\right]$ for various $V$. Thus so is $F_{\mu}$. But $F\left(M_{\lambda-\rho}\right)=$ $F_{\mu}\left(M_{\lambda-\rho}\right)$, so $F \cong F_{\mu}$ and the induction step follows.
(ii) The functor $F_{\mu}$ from (17) has the desired property.

Now we are ready to prove the theorem in the general case. So $\lambda$ no longer needs to dominate $\chi$. However, for sufficiently large integer $N$, the weight $\lambda+N \rho$ dominates both $\chi$ and $\theta$. Let $\theta_{N}:=\chi_{\lambda+N \rho}$. We have shown in Lemma 23.3(ii) that there exists an indecomposable projective functor $G=\Pi_{\theta} \circ G \circ \Pi_{\theta_{N}}$ such that $G\left(M_{\lambda+(N-1) \rho}\right)=P_{\lambda-\rho}=$ $M_{\lambda-\rho}$. Moreover, by Lemma 23.3 (i), $W$ commutes with both $[G]$ and $[F \circ G]=[F][G]$. Thus for $w \in W$,
$w[F] \delta_{\lambda}=w[F][G] \delta_{\lambda+N \rho}=[F][G] w \delta_{\lambda+N \rho}=[F] w[G] \delta_{\lambda+N \rho}=[F] w \delta_{\lambda}=[F] \delta_{w \lambda}$.
So for $u \in W$,

$$
u[F] \delta_{w \lambda}=u w[F] \delta_{\lambda}=[F] u w \delta_{\lambda}=[F] u \delta_{w \lambda},
$$

i.e.,

$$
u[F] \delta_{\mu}=[F] u \delta_{\mu}
$$

for all $\mu \in \mathfrak{h}^{*}$, as claimed.
Lemma 23.4. Let $\lambda \in \mathfrak{h}^{*}$ be dominant and $\phi, \psi \in \lambda+P, \psi \preceq \phi$. Then $(\lambda-\phi)^{2} \leq(\lambda-\psi)^{2}$, and if $(\lambda-\phi)^{2}=(\lambda-\psi)^{2}$ then $\psi \in W_{\lambda} \phi$.

Proof. Consider the subgroup $W_{\lambda+Q} \subset W$. By Proposition 15.12, it is the Weyl group of a root system $R^{\prime} \subset R$. Let us first prove the result when $\mu<_{\alpha} \lambda, \alpha \in R$, i.e., $\psi=s_{\alpha} \phi, \psi \neq \phi$. Then $\alpha \in R^{\prime}$ and thus by Proposition 16.1

$$
\left(\lambda, \alpha^{\vee}\right)=a \in \mathbb{Z}_{\geq 1},\left(\phi, \alpha^{\vee}\right)=-\left(\psi, \alpha^{\vee}\right)=b \in \mathbb{Z}_{\geq 0}
$$

We have $\lambda=\frac{1}{2} a \alpha+\lambda^{\prime}, \phi=\frac{1}{2} b \alpha+\phi^{\prime}, \psi=-\frac{1}{2} b \alpha+\phi^{\prime}$. where $\lambda^{\prime}, \phi^{\prime}$ are orthogonal to $\alpha$. Thus

$$
(\lambda-\psi)^{2}-(\lambda-\phi)^{2}=\left(\left(\frac{a+b}{2}\right)^{2}-\left(\frac{a-b}{2}\right)^{2}\right) \alpha^{2}=a b \alpha^{2} .
$$

So this is $\geq 0$, and if it is zero then either $b=0$, in which case $\phi=\psi$ and there is nothing to prove, or $a=0$, so $s_{\alpha} \lambda=\lambda$ and $s_{\alpha} \in W_{\lambda}$, as claimed.

Now let us consider the general case. By assumption, there is a chain

$$
\psi=\psi_{m}<_{\alpha^{m}} \psi_{m-1} \ldots<_{\alpha^{1}} \psi_{0}=\phi
$$

where $\alpha^{1}, \ldots, \alpha^{m}$ are positive roots of $R$. Thus, as we've shown,

$$
\left(\lambda-\psi_{i}\right)^{2} \leq\left(\lambda-\psi_{i-1}\right)^{2}
$$

for all $i \geq 1$, so $(\lambda-\phi)^{2} \leq(\lambda-\psi)^{2}$. Moreover, if $(\lambda-\phi)^{2}=(\lambda-\psi)^{2}$ then $\left(\lambda-\psi_{i-1}\right)^{2}=\left(\lambda-\psi_{i}\right)^{2}$ for all $i \geq 1$ so $\psi_{i-1} \in W_{\lambda} \psi_{i}$, hence $\psi \in W_{\lambda} \phi$.

Remark 23.5. The last statement of Lemma 23.4 fails if the partial order $\preceq$ is replaced with $\leq$. For example, take $R=A_{3}$ and $\psi=$ $(0,3,1,2), \phi=(1,2,3,0)$, as in Remark 15.10 (so $\psi<\phi$ but $\psi \nprec \phi$ ), and let $\lambda:=(1,1,0,0)$. Then $(\lambda-\phi)^{2}=(\lambda-\psi)^{2}=10$, but $W_{\lambda}=$ $\langle(12),(34)\rangle$, so $\psi \notin W_{\lambda} \phi$.
23.3. Classification of indecomposable projective functors. Denote by $\Xi_{0}$ the set of pairs $(\lambda, \mu)$ of weights in $\mathfrak{h}^{*}$ such that $\lambda-\mu \in P$, and let $\Xi:=\Xi_{0} / W$. So in general an element $\xi \in \Xi$ can be represented by more than one pair. Let us say that the pair $(\mu, \lambda)$ representing $\xi$ is proper if $\lambda$ is dominant and $\mu$ is a minimal element of $W_{\lambda} \mu$ with respect to the partial order $\preceq$ (where $W_{\lambda}$ is the stabilizer of $\lambda$ in $W$ ). It is clear that any $\xi$ has a proper representative. This representative is not unique in general, but for every dominant $\lambda$ in the $W$-orbit of the second coordinate of $\xi$, there is a unique $\mu$ such that $(\mu, \lambda)$ is a proper representation of $\xi$ (indeed, $W_{\lambda} \mu$ has a unique minimal element).

Theorem 23.6. For any $\xi \in \Xi$ there exists an indecomposable projective functor $F_{\xi}$ such that $F_{\xi}\left(M_{\nu-\rho}\right)=0$ if $\chi_{\nu} \neq \chi_{\lambda}$ and $F_{\xi}\left(M_{\lambda-\rho}\right)=$ $P_{\mu-\rho}$ for any proper representation $(\mu, \lambda)$ of $\xi$. The assignment $\xi \mapsto F_{\xi}$ is a bijection between $\Xi$ and the set of isomorphism classes of indecomposable projective functors.
Proof. For a projective functor $F$ let

$$
a_{F}(\mu, \lambda):=\left(\delta_{\mu},[F] \delta_{\lambda}\right)
$$

be the matrix coefficients of $[F]$. If $\lambda$ is dominant then $F\left(M_{\lambda-\rho}\right)$ is projective, so $a_{F}(\mu, \lambda) \geq 0$ for all $\mu \in \mathfrak{h}^{*}$. Since by Theorem $23.2[F]$ commutes with $W$, this holds for all $\lambda \in \mathfrak{h}^{*}$.

Let $S(F):=\left\{(\mu, \lambda) \in \mathfrak{h}^{*} \times \mathfrak{h}^{*}: a_{F}(\mu, \lambda)>0\right\}$. Since $a_{F}(\mu, \lambda) \geq 0$, if $F=\oplus_{i} F_{i}$ then $S(F)=\cup_{i} S\left(F_{i}\right)$. Also it is clear that $S\left(F_{V}\right) \subset \Xi_{0}$. It follows that $S(F) \subset \Xi_{0}$ for any $F$, so for $(\mu, \lambda) \in S(F)$ we have $\lambda-\mu \in P$.

Let $S_{*}(F)$ be the set of elements of $S(F)$ for which $(\lambda-\mu)^{2}$ has maximal value (it is clear that $(\lambda-\mu)^{2}$ is bounded on $S(F)$, so $S_{*}(F)$
is nonempty if $F \neq 0$ ). Since by Theorem $23.2[F]$ commutes with $W$, both $S(F)$ and $S_{*}(F)$ are $W$-invariant.

We claim that if $F$ is indecomposable, then $S_{*}(F)$ is a single $W$ orbit. More specifically, recall that $F=F \circ \Pi_{\chi_{\lambda}}$ for some dominant $\lambda$ and $F\left(M_{\lambda-\rho}\right)=P_{\mu-\rho}$ for some $\mu$.

Lemma 23.7. In this case $S_{*}(F)=\xi:=W(\mu, \lambda)$ and $(\mu, \lambda)$ is a proper representation of $\xi$.
Proof. It suffices to check that if $(\phi, \lambda) \in S_{*}(F)$ then $\phi \in W_{\lambda} \mu$ and $\mu \preceq \phi$. So let $(\phi, \lambda) \in S_{*}(F)$. Since $F$ is indecomposable, $\chi_{\mu}=\chi_{\phi}$, so there exists $w \in W$ such that $\mu=w \phi$. Moreover, by Theorem 20.13,

$$
\left[P_{\mu-\rho}\right]=\sum_{\mu \preceq \eta} d_{\mu \eta}^{*} \delta_{\eta},
$$

we get that $\mu \preceq \psi$. Thus we may apply Lemma 23.4 with $\psi=\mu$. It follows that $(\lambda-\phi)^{2} \leq(\lambda-\mu)^{2}$. But by the definition of $S_{*}(F)$, we have $(\lambda-\phi)^{2} \geq(\lambda-\mu)^{2}$. Thus $(\lambda-\phi)^{2}=(\lambda-\mu)^{2}$. Then Lemma 23.4 implies that $\phi \in W_{\lambda} \mu$, as claimed.

Thus to every indecomposable projective functor $F$ we have assigned $\xi=S_{*}(F) / W \in \Xi$. If $(\mu, \lambda)$ is a proper representation of $\xi$ then it follows that $F\left(M_{\lambda-\rho}\right)=P_{\mu-\rho}$, so $F$ is completely determined by $\xi$ by Corollary 22.6. It remains to show that any $\xi \in \Xi$ is obtained in this way. To this end, let $\xi=W(\mu, \lambda)$ (a proper representation), and let $V$ be a finite dimensional $\mathfrak{g}$-module with extremal weight $\mu-\lambda$. Then $(\mu-\lambda)^{2} \geq \beta^{2}$ for any weight $\beta$ of $V$, so $(\mu, \lambda) \in S_{*}\left(F_{V}\right)$. This implies that $(\mu, \lambda) \in S_{*}(F)$ for some indecomposable direct summand $F$ of $F_{V}$. Since $S_{*}(F) / W$ consists of one element, this $F$ must correspond to the element $\xi$.

## 24. Applications of projective functors - I

24.1. Translation functors. Let $\theta, \chi \in \mathfrak{h}^{*} / W$ and $V$ be a finite dimensional irreducible $\mathfrak{g}$-module. Write $F_{\chi, V, \theta}$ for the projective functor $\Pi_{\chi} \circ F_{V} \circ \Pi_{\theta}$, and let us view it as a functor $\operatorname{Rep}(\mathfrak{g})_{\theta} \rightarrow \operatorname{Rep}(\mathfrak{g})_{\chi}$.

Pick dominant weights $\lambda, \mu \in \mathfrak{h}^{*}$ such that $\theta=\chi_{\lambda}, \chi=\chi_{\mu}$, and $\lambda-\mu \in P$ (this can be done if $F_{\chi, V, \theta} \neq 0$, which we will assume).

Theorem 24.1. If $W_{\lambda}=W_{\mu}$ and $V$ has extremal weight $\mu-\lambda$ then $F_{\chi, V, \theta}: \operatorname{Rep}(\mathfrak{g})_{\theta} \rightarrow \operatorname{Rep}(\mathfrak{g})_{\chi}$ is an equivalence of categories. A quasiinverse equivalence is given by the functor $F_{\theta, V^{*}, \chi}$.

Proof. It suffices to show that

$$
F_{\chi, V, \theta}\left(M_{\lambda-\rho}\right)=M_{\mu-\rho}, F_{\theta, V^{*}, \chi}\left(M_{\mu-\rho}\right)=M_{\lambda-\rho} .
$$

Indeed, then

$$
F_{\theta, V^{*}, \chi} \circ F_{\chi, V, \theta}\left(M_{\lambda-\rho}\right)=M_{\lambda-\rho}, F_{\chi, V, \theta} \circ F_{\theta, V^{*}, \chi}\left(M_{\mu-\rho}\right)=M_{\mu-\rho},
$$

so

$$
F_{\theta, V^{*}, \chi} \circ F_{\chi, V, \theta} \cong \operatorname{Id}_{\operatorname{Rep}(\mathfrak{g})_{\theta}}, F_{\chi, V, \theta} \circ F_{\theta, V^{*}, \chi} \cong \operatorname{Id}_{\operatorname{Rep}(\mathfrak{g})_{\chi}}
$$

i.e., $F_{\chi, V, \theta}, F_{\theta, V^{*}, \chi}$ are mutually quasi-inverse equivalences.

We only prove the first statement, the second one being similar. We have

$$
F_{\chi, V, \theta}\left(M_{\lambda-\rho}\right)=\Pi_{\chi}\left(V \otimes M_{\lambda-\rho}\right) .
$$

By Corollary 20.5(i), $V \otimes M_{\lambda-\rho}$ has a standard filtration whose composition factors are $M_{\lambda+\beta-\rho}$ where $\beta$ is a weight of $V$. The only ones among them that survive the application of $\Pi_{\chi}$ are those for which $\chi_{\lambda+\beta}=\chi_{\mu}$, i.e., $\lambda+\beta=w \mu$ for some $w \in W$. So $w \mu \preceq \mu$ (as $\mu$ is dominant). Thus, applying Lemma 23.4 with $\phi=\mu, \psi=w \mu$, we get

$$
(\lambda-\mu)^{2} \leq(\lambda-w \mu)^{2}=\beta^{2}
$$

On the other hand, since $\mu-\lambda$ is an extremal weight of $V$, we have $(\lambda-\mu)^{2} \geq \beta^{2}$. It follows that $(\lambda-\mu)^{2}=\beta^{2}=(\lambda-w \mu)^{2}$. Thus by Lemma 23.4 we may choose $w \in W_{\lambda}$. But since $W_{\lambda} \subset W_{\mu}$, it follows that $w \mu=\mu$, so $\beta=\mu-\lambda$. Since the weight multiplicity of an extremal weight is 1 , it follows that $F_{\chi, V, \theta}\left(M_{\lambda-\rho}\right)=M_{\mu-\rho}$, as claimed.

Theorem 24.1 shows that for dominant $\lambda$ the category $\operatorname{Rep}(\mathfrak{g})_{\chi_{\lambda}}$ depends (up to equivalence) only on the coset $\lambda+P$ and the subgroup $W_{\lambda} \subset W$. In view of Theorem 24.1, the functors $F_{\chi, V, \theta}$ are called translation functors (as they translate between different central characters).

Remark 24.2. Suppose we only have $W_{\lambda} \subset W_{\mu}$ instead of $W_{\lambda}=W_{\mu}$ (with all the other assumptions being the same). Then the proof of Theorem 24.1 still shows that $F_{\chi, V, \theta}\left(M_{\lambda-\rho}\right)=M_{\mu-\rho}$. Thus $\left[F_{\chi, V, \theta}\right] \delta_{\lambda}=$ $\delta_{\mu}$, and since by Theorem $23.2\left[F_{\chi, V, \theta}\right]$ is $W$-invariant, it follows that $\left[F_{\chi, V, \theta}\right] \delta_{\nu}=\delta_{\mu}$ for all $\nu \in W_{\mu} \lambda$.

On the other hand, we no longer have $F_{\theta, V^{*}, \chi}\left(M_{\mu-\rho}\right)=M_{\lambda-\rho}$, in general. Namely, the proof of Theorem 24.1 shows that $F_{\theta, V^{*}, \chi}\left(M_{\mu-\rho}\right)$ has a filtration whose successive quotients are $M_{\nu-\rho}, \nu \in W_{\mu} \lambda$, each occurring with multiplicity 1 (so the length of this filtration is $\left|W_{\mu} / W_{\lambda}\right|$ ). Thus

$$
\left[F_{\theta, V^{*}, \chi}\right] \delta_{\mu}=\sum_{\nu \in W_{\mu} \lambda} \delta_{\nu}
$$

It follows that

$$
\left[F_{\chi, V, \theta}\right]\left[F_{\theta, V^{*}, \chi}\right] \delta_{\mu}=\left|W_{\mu} / W_{\lambda}\right| \delta_{\mu},
$$

hence $F_{\chi, V, \theta} \circ F_{\theta, V^{*}, \chi}\left(M_{\mu-\rho}\right)=\left|W_{\mu} / W_{\lambda}\right| M_{\mu-\rho}$ (as the left hand side is projective). Thus $F_{\chi, V, \theta} \circ F_{\theta, V^{*}, \chi} \cong\left|W_{\mu} / W_{\lambda}\right| \mathrm{Id}$.

Remark 24.3. Let $\mathcal{C} \subset \operatorname{Rep}(\mathfrak{g})$ be a full subcategory invariant under all $F_{V}$ and $\Pi_{\theta}$, and $\mathcal{C}_{\theta}:=\Pi_{\theta} \mathcal{C}=\mathcal{C} \cap \operatorname{Rep}(\mathfrak{g})_{\theta}$. Then Theorem 24.1 implies that if $W_{\lambda}=W_{\mu}$ then the functors $F_{\chi, V, \theta}, F_{\theta, V^{*}, \chi}$ are mutually quasi-inverse equivalences between $\mathcal{C}_{\theta}$ and $\mathcal{C}_{\chi}$. Interesting examples of this include:

1. $\mathcal{C}=\mathcal{O}$. In this case we obtain that for dominant $\lambda$ the category $\mathcal{O}_{\chi_{\lambda}}$ up to equivalence depends only on $\lambda+P$ and the stabilizer $W_{\lambda}$. In particular, for regular dominant integral $\lambda$ all these categories are equivalent.
2. $\mathcal{C}$ is the category of $\mathfrak{g}$-modules which are locally finite and semisimple with respect to a reductive Lie subalgebra $\mathfrak{k} \subset \mathfrak{g}$. If $\mathfrak{k}$ is the fixed subalgebra of an involution of $\mathfrak{g}$, this category contains the category of $\left(\mathfrak{g}_{\mathbb{R}}, K\right)$-modules for any connected compact group $K$ such that Lie $K=\mathfrak{k}$. Namely, it is just the subcategory of modules that integrate to $K$.

### 24.2. Two-sided ideals in $U_{\theta}$ and submodules of Verma mod-

 ules. Let $\theta=\chi_{\lambda}$ for dominant $\lambda$. Let $\Omega_{\theta}$ denote the lattice of twosided ideals in $U_{\theta}$ (i.e., the set of two-sided ideals equipped with the operations of sum and intersection). Likewise, let $\Omega(\lambda)$ be the lattice of submodules of $M_{\lambda-\rho}$. We have a map $\nu: \Omega_{\theta} \rightarrow \Omega(\lambda)$ given by $\nu(J)=J M_{\lambda-\rho}$. It is clear that $\nu$ preserves inclusion and arbitrary sums.Theorem 24.4. (i) $I \subset J$ iff $\nu(I) \subset \nu(J)$. In particular, $\nu$ is injective.
(ii) The image of $\nu$ is the set of submodules of $M_{\lambda-\rho}$ which are quotients of direct sums of $P_{\mu-\rho}$ where $\chi_{\mu}=\chi_{\lambda}, \mu \preceq \lambda$ and $\mu \preceq W_{\lambda} \mu$.
(iii) If $\lambda$ is regular (i.e., $W_{\lambda}=1$ ) then $\nu$ is an isomorphism of lattices.

Proof. (i) Let $F$ be a projective $\theta$-functor, and $\phi: F \rightarrow \mathrm{Id}_{\theta}$ a morphism of functors $\operatorname{Rep}(\mathfrak{g})_{\theta}^{1} \rightarrow \operatorname{Rep}(\mathfrak{g})$. Let $M(\phi, F)$ be the image of the map $\phi_{M_{\lambda-\rho}}: F\left(M_{\lambda-\rho}\right) \rightarrow M_{\lambda-\rho}$ and $J(\phi, F)$ the image of $\phi_{U_{\theta}}: F\left(U_{\theta}\right) \rightarrow U_{\theta}$. Note that $\phi_{U_{\theta}}$ is a morphism of $\left(U(\mathfrak{g}), U_{\theta}\right)$-bimodules, so $J(\phi, F)$ is a subbimodule of $U_{\theta}$, i.e., a 2-sided ideal. Let $a: U_{\theta} \rightarrow M_{\lambda-\rho}$ be the surjection given by $a(u)=u v_{\lambda-\rho}$. Then by functoriality of $\phi$

$$
a \circ \phi_{U_{\theta}}=\phi_{M_{\lambda-\rho}} \circ a .
$$

Hence

$$
\begin{gathered}
\nu(J(\phi, F))=J(\phi, F) M_{\lambda-\rho}=J(\phi, F) v_{\lambda-\rho}=a(J(\phi, F))= \\
\operatorname{Im}\left(a \circ \phi_{U_{\theta}}\right)=\operatorname{Im}\left(\phi_{M_{\lambda-\rho}} \circ a\right)=\operatorname{Im}\left(\phi_{M_{\lambda-\rho}}\right)=M(\phi, F) .
\end{gathered}
$$

Let us show that any 2 -sided ideal $J$ in $U_{\theta}$ is of the form $J(\phi, F)$ for some $F, \phi$. Since $U_{\theta}$ is Noetherian, $J$ is generated by some finite dimensional subspace $V \subset J$ which can be chosen $\mathfrak{g}_{\text {ad }}$-invariant. Then by Frobenius reciprocity the $\mathfrak{g}_{\text {ad }}$-morphism $\iota: V \rightarrow U_{\theta}$ can be lifted to a morphism of $\left(U(\mathfrak{g}), U_{\theta}\right)$-bimodules $\widehat{\phi}: V \otimes U_{\theta}=F_{V}\left(U_{\theta}\right) \rightarrow U_{\theta}$, i.e., to a functorial morphism $\phi: F_{V}(\theta) \rightarrow \mathrm{Id}_{\theta}$. It is clear that then $J=J(\phi, F)$.

We are now ready to prove (i), i.e., that $M(\phi, F) \subset M\left(\phi^{\prime}, F^{\prime}\right)$ implies $J(\phi, F) \subset J\left(\phi^{\prime}, F^{\prime}\right)$. Since $F\left(M_{\lambda-\rho}\right), F^{\prime}\left(M_{\lambda-\rho}\right)$ are projective, the inclusion $M(\phi, F) \hookrightarrow M\left(\phi^{\prime}, F^{\prime}\right)$ lifts to a map $\widetilde{\alpha}: F\left(M_{\lambda-\rho}\right) \rightarrow F^{\prime}\left(M_{\lambda-\rho}\right)$, i.e., $\phi_{M_{\lambda-\rho}}^{\prime} \circ \widetilde{\alpha}=\phi_{M_{\lambda-\rho}}$. But by Theorem 22.4, morphisms of projective $\theta$-functors are the same as morphisms of the images of $M_{\lambda-\rho}$ under these functors. Thus there is $\alpha: F \rightarrow F^{\prime}$ which maps to $\widetilde{\alpha}$ and such that $\phi^{\prime} \circ \alpha=\phi$. Hence

$$
J(\phi, F)=\operatorname{Im}\left(\phi_{U_{\theta}}\right) \subset \operatorname{Im}\left(\phi_{U_{\theta}}^{\prime}\right)=J\left(\phi^{\prime}, F^{\prime}\right),
$$

and (i) follows.
(ii) The proof of (i) implies that the image of $\nu$ consists exactly of the submodules $M(\phi, F)$. Such a submodule is the image of $F\left(M_{\lambda-\rho}\right)$ under a morphism. But $F$ is a projective $\theta$-functor, so by Corollary 22.6 (iii), it is of the form $\widetilde{F}(\theta)$, where $\widetilde{F}$ is a projective functor. Also by Theorem 23.6, $\widetilde{F}$ is a direct sum of $F_{\xi}$, so $F\left(M_{\lambda-\rho}\right)$ is a direct sum of $P_{\mu-\rho}$, where $(\mu, \lambda)$ is a proper representation of $\xi$. Thus $\mu \preceq \lambda$ and $\mu \preceq W_{\lambda} \mu$. Conversely, if for such $\mu$ we have a homomorphism
$\gamma: P_{\mu-\rho}=F_{\xi}\left(M_{\lambda-\rho}\right) \rightarrow M_{\lambda-\rho}$ then $\gamma=\phi_{M_{\lambda-\rho}}$ where $\phi: F_{\xi}(\theta) \rightarrow \operatorname{Id}_{\theta}$. So $\operatorname{Im}(\gamma)=\nu\left(J\left(\phi, F_{\xi}(\theta)\right)\right)$. Since $\nu$ preserves sums, (ii) follows.
(iii) Every submodule of $M_{\lambda-\rho}$ is a quotient of a direct sum of $P_{\mu-\rho}$ with $\chi_{\mu}=\chi_{\lambda}, \mu \leq \lambda$. Hence by Proposition $16.1 \mu \preceq \lambda$, as $\lambda$ is dominant. (This also follows from Theorem 20.13). So if $W_{\lambda}=1$ then by (ii) $\nu$ is surjective, hence bijective by (i). Since $I \cap J$ is the largest of all ideals contained both in $I$ and in $J$ and similarly for submodules, $\nu$ also preserves intersections by (i). Thus $\nu$ is an isomorphism of lattices.

Corollary 24.5. Let $\theta=\chi_{\lambda}$ where $\lambda$ is dominant. If $M_{\lambda-\rho}$ is irreducible then $U_{\theta}$ is a simple algebra. Conversely, if $U_{\theta}$ is simple then $M_{\mu-\rho}$ is irreducible for all $\mu$ with $\chi_{\mu}=\theta$.
Proof. The direct implication follows from Theorem 24.4. For the reverse implication, suppose for some distinct $\mu_{1}, \mu_{2} \in W \lambda$, we have $M_{\mu_{1}-\rho} \hookrightarrow M_{\mu_{2}-\rho}$ and $M_{\mu_{1}-\rho}$ is simple. Then in view of the DufloJoseph theorem we have an inclusion

$$
J:=\operatorname{Hom}_{\mathrm{fin}}\left(M_{\mu_{2}-\rho}, M_{\mu_{1}-\rho}\right) \hookrightarrow \operatorname{Hom}_{\mathrm{fin}}\left(M_{\mu_{2}-\rho}, M_{\mu_{2}-\rho}\right)=U_{\theta}
$$

and $J$ is a proper 2 -sided ideal (as it does not contain 1 ) which is not zero (as $M_{\mu_{1}-\rho} \cong M_{\mu_{1}-\rho}^{\vee}$ and hence for a finite dimensional $\mathfrak{g}$-module $\left.V, \operatorname{Hom}\left(M_{\mu_{2}-\rho}, V \otimes M_{\mu_{1}-\rho}\right) \cong V\left[\mu_{2}-\mu_{1}\right]\right)$.

Using the determinant formula for the Shapovalov form, this gives an explicit description of the locus of $\theta \in \mathfrak{h}^{*} / W$ where $U_{\theta}$ is simple.

## 25. Applications of projective functors - II

25.1. Duflo's theorem on primitive ideals in $U_{\theta}$. Recall that a prime ideal in a commutative ring $R$ is a proper ideal $I$ such that if $x y \in I$ then $x \in I$ or $y \in I$. This definition is not good for noncommutative rings: for example, the zero ideal in the matrix algebra $\operatorname{Mat}_{n}(\mathbb{C}), n \geq 2$, would not be prime, even though this algebra is simple; so $\operatorname{Mat}_{n}(\mathbb{C})$ would have no prime ideals at all. However, the definition can be reformulated so that it works well for noncommutative rings.

Definition 25.1. A proper 2-sided ideal $I$ in a (possibly non-commutative) ring $R$ is prime if whenever the product $X Y$ of two 2-sided ideals $X, Y \subset R$ is contained in $I$, either $X$ or $Y$ must be contained in $I$.

Note that for commutative rings this coincides with the usual definition. Indeed, if $I$ is prime in the noncommutative sense and if $x y \in I$ then $(x)(y) \subset I$, so $(x) \subset I$ or $(y) \subset I$, i.e. $x$ or $y$ is in $I$. Conversely, if $I$ is prime in the commutative sense and $X, Y$ are not contained in $I$ then there exist $x \in X, y \in Y$ not in $I$, so $x y \notin I$, i.e., $X Y$ is not contained in $I$. But in the noncommutative case the two definitions differ, e.g. 0 is clearly a prime ideal (in the noncommutative sense) in any simple algebra, e.g. in the matrix algebra $\operatorname{Mat}_{n}(\mathbb{C})$.

A ring $R$ is called prime if 0 is a prime ideal in $R$. For example, if $R$ is an integral domain then it is prime, and the converse holds if $R$ is commutative. On the other hand, there are many noncommutative prime rings which are not domains, e.g. simple rings, such as the matrix algebras $\operatorname{Mat}_{n}(\mathbb{C}), n \geq 2$. Also it is clear that an ideal $I \subset R$ is prime iff the ring $R / I$ is prime (thus every maximal ideal is prime, so prime ideals always exist). If moreover $R / I$ is a domain, one says that $I$ is completely prime.

Another important notion is that of a primitive ideal.
Definition 25.2. An ideal $I \subset R$ is primitive if it is the annihilator of a simple $R$-module $M$.

It is easy to see that every primitive ideal $I$ is prime: if $X, Y$ are 2 -sided ideals in $R$ and $X Y \subset I$ then $X Y M=0$, so if $Y$ is not contained in $I$ then $Y M \neq 0$. Thus $Y M=M$ (as $M$ is simple), hence $X M=X Y M=0$, so $X \subset I$. Also for a commutative ring a primitive ideal is the same thing as a maximal ideal. Indeed, if $I$ is maximal then $R / I$ is a field, so a simple $R$-module, and $I$ is the annihilator of $R / I$. Conversely, if $I$ is primitive and is the annihilator of a simple module $M$ then $M=R / J$ is a field and $I=J$, so $I$ is maximal.

Exercise 25.3. Show that every maximal ideal in a unital ring is primitive, and give a counterexample to the converse.

We see that in general a prime ideal need not be primitive, e.g. the zero ideal in $\mathbb{C}[x]$. Nevertheless, for $U_{\theta}$ we have the following remarkable theorem due to M. Duflo:

Theorem 25.4. Every prime ideal $J \subset U_{\theta}$ is primitive and moreover is the annihilator of a simple highest weight module $L_{\mu-\rho}$, where $\chi_{\mu}=\theta$.

Proof. The module $M:=M_{\lambda-\rho} / \nu(J)$ has finite length, so let us endow it with a filtration by submodules $F_{k}=F_{k} M$ with simple successive quotients $L_{1}, \ldots, L_{n}\left(L_{k}=F_{k} / F_{k-1}\right)$. Let $I_{k} \subset U_{\theta}$ be the annihilators of $L_{k}$. Since $J M=0$, we have $J \subset I_{k}$ for all $k$. Also $I_{k} F_{k} \subset F_{k-1}$, so $I_{1} \ldots I_{n} M=0$, hence $I_{1} \ldots I_{n} M_{\lambda-\rho} \subset J M_{\lambda-\rho}$. By Theorem 24.1(i), this implies that $I_{1} \ldots . I_{n} \subset J$. Since $J$ is prime, this means that there exists $m$ such that $I_{m} \subset J$. Then $J=I_{m}$, i.e. $J$ is the annihilator of $L_{m}$. But $L_{m}=L_{\mu-\rho}$ for some $\mu$ such that $\chi_{\mu}=\chi_{\lambda}=\theta$.

Note that the choice of $\mu$ is not unique, for example, for $J=0$ and generic $\theta$, any of the $|W|$ possible choices of $\mu$ is good. In fact, the proof of Duflo's theorem shows that for every dominant $\lambda$ such that $\theta=\chi_{\lambda}$, we can choose $\mu \in W \lambda$ such that $\mu \preceq \lambda$.
25.2. Classification of simple Harish-Chandra bimodules. Denote by $H C_{\theta}^{n}$ the category of Harish-Chandra bimodules over $\mathfrak{g}$ annihilated on the right by the ideal $(\operatorname{Ker} \theta)^{n}$. These categories form a nested sequence; denote the corresponding nested union by $H C_{\theta}$. Recall that we have a direct sum decomposition $H C=\oplus_{\theta \in \mathfrak{h}^{*} / W} H C_{\theta}$. This implies that every simple Harish-Chandra bimodule belongs to $H C_{\theta}^{1}$ for some central character $\theta$.

Recall also that for a finite dimensional $\mathfrak{g}$-module $V$, in $H C_{\theta}^{1}$ we have the object $V \otimes U_{\theta}$. Moreover, this object is projective: for $Y \in H C_{\theta}^{1}$ we have

$$
\operatorname{Hom}\left(V \otimes U_{\theta}, Y\right)=\operatorname{Hom}_{\mathfrak{g}-\operatorname{bimod}}(V \otimes U(\mathfrak{g}), Y)=\operatorname{Hom}_{\mathfrak{g}_{\mathrm{ad}}}(V, Y),
$$

which is an exact functor since $Y$ is a locally finite (hence semisimple) $\mathfrak{g}_{\mathrm{ad}}-$ module. Finally, since $Y$ is a finitely generated bimodule locally finite under $\mathfrak{g}_{\text {ad }}$, there exists a finite dimensional $\mathfrak{g}_{\text {ad }}$-submodule $V \subset Y$ that generates $Y$ as a bimodule. Then the homomorphism

$$
\widehat{i}: V \otimes U(\mathfrak{g}) \rightarrow Y
$$

corresponding to $i: V \hookrightarrow Y$ is surjective and factors through the module $V \otimes U_{\theta}$. Thus $Y$ is a quotient of $V \otimes U_{\theta}$. Thus we have

Lemma 25.5. The abelian category $H C_{\theta}^{1}$ has enough projectives.
We also note that this category has finite dimensional Hom spaces. Indeed, If $Y_{1}, Y_{2} \in H C_{\theta}^{1}$ then $Y_{1}$ is a quotient of $V \otimes U_{\theta}$ for some $V$, so $\operatorname{Hom}\left(Y_{1}, Y_{2}\right) \subset \operatorname{Hom}\left(V \otimes U_{\theta}, Y_{2}\right)=\operatorname{Hom}_{\mathfrak{g}_{\text {ad }}}\left(V, Y_{2}\right)$, which is finite dimensional. Finally, note that this category is Noetherian: any nested sequence of subobjects of an object stabilizes.

It thus follows from the Krull-Schmidt theorem that in $H C_{\theta}^{1}$, every object of $H C_{\theta}^{1}$ is uniquely a finite direct sum of indecomposables, and from Proposition 16.2 the indecomposable projectives and the simples of $H C_{\theta}^{1}$ labeled by the same index set. It remains to describe this labeling set.
Theorem 25.6. The simples (and indecomposable projectives) in $H C_{\theta}^{1}$ are labeled by the set $\Xi$, via $\xi \in \Xi \mapsto \mathbf{L}_{\xi}, \mathbf{P}_{\xi}$. Namely, if $\xi=(\mu, \lambda)$ is a proper representation then $\mathbf{P}_{\xi}$ is the unique indecomposable projective in $H C_{\theta}^{1}$ such that $\mathbf{P}_{\xi} \otimes_{U(\mathfrak{g})} M_{\lambda-\rho}=P_{\mu-\rho}$.
Proof. Every indecomposable projective is a direct summand of $V \otimes U_{\theta}$. But $\left(V \otimes U_{\theta}\right) \otimes_{U(\mathfrak{g})} Y=F_{V}(\theta)(Y)$. Thus from the classification of projective functors (Theorem 23.6) it follows that the indecomposable summands of $V \otimes U_{\theta}$ are $\mathbf{P}_{\xi}$ such that $\mathbf{P}_{\xi} \otimes=F_{\xi}(\theta)$.
Corollary 25.7. Objects in $H C_{\theta}^{1}$, hence in $H C_{\theta}$ and $H C$, have finite length.
Proof. Recall that $H C_{\theta}^{1}=\oplus_{\chi} H C_{\chi, \theta}^{1}$, the decomposition according to left generalized central characters. By Theorem 25.6, each subcategory $H C_{\chi, \theta}^{1}$ has finitely many simple objects. Thus the statement follows from Proposition 16.2 .
25.3. Equivalence between category $\mathcal{O}$ and category of HarishChandra bimodules. Let $\theta=\chi_{\lambda}$ where $\lambda$ is dominant. Let $\mathcal{O}_{\lambda+P}$ be the full subcategory of $\mathcal{O}$ consisting of modules with weights in $\lambda+P$. Define the functor

$$
T_{\lambda}: H C_{\theta}^{1} \rightarrow \mathcal{O}_{\lambda+P}
$$

given by $T_{\lambda}(Y)=Y \otimes_{U(\mathfrak{g})} M_{\lambda-\rho}$. Also let $\mathcal{O}(\lambda)$ be the full subcategory of $\mathcal{O}_{\lambda+P}$ of modules $M$ which admit a presentation

$$
Q_{1} \rightarrow Q_{0} \rightarrow M \rightarrow 0
$$

where $Q_{0}, Q_{1}$ are direct sums of $P_{\mu-\rho}$ with $\mu \in \lambda+P$ and $\mu \preceq W_{\lambda} \mu$.
Note that the functor $T_{\lambda}$ is left adjoint to the functor $H_{\lambda}$ defined in Subsection 19.3: $H_{\lambda}(X)=\operatorname{Hom}_{\text {fin }}\left(M_{\lambda-\rho}, X\right)$. Indeed,

$$
\operatorname{Hom}\left(T_{\lambda}(Y), X\right)=\operatorname{Hom}\left(Y \otimes_{U(\mathfrak{g})} M_{\lambda-\rho}, X\right)=
$$

$$
\operatorname{Hom}\left(Y, \operatorname{Hom}\left(M_{\lambda-\rho}, X\right)\right)=\operatorname{Hom}\left(Y, \operatorname{Hom}_{124}\left(M_{\lambda-\rho}, X\right)\right)=\operatorname{Hom}\left(Y, H_{\lambda}(X)\right)
$$

Theorem 25.8. (J. Bernstein-S, Gelfand) (i) If $\lambda$ is a regular weight then the functor $T_{\lambda}$ is an equivalence of categories, with quasi-inverse $H_{\lambda}$.
(ii) In general, $T_{\lambda}$ is fully faithful and defines an equivalence

$$
H C_{\theta}^{1} \cong \mathcal{O}(\lambda)
$$

with quasi-inverse $H_{\lambda}$.
Remark 25.9. Note that if $\lambda$ is not regular then the subcategory $\mathcal{O}(\lambda) \subset \mathcal{O}$ need not be closed under taking subquotients (even though it is abelian by Theorem 25.8). Also the functor $T_{\lambda}$ (and thus the inclusion $\mathcal{O}(\lambda) \hookrightarrow \mathcal{O}$ ) need not be (left) exact. So if $f: X \rightarrow Y$ is a morphism in $\mathcal{O}(\lambda)$ then its kernels in $\mathcal{O}(\lambda)$ and in $\mathcal{O}$ may differ, and in particular the latter may not belong to $\mathcal{O}(\lambda)$. See Example 26.2 .

Proof. (i) is a special case of (ii), so let us prove (ii). To this end, we'll use the following general fact.

Proposition 25.10. Let $\mathcal{A}, \mathcal{B}$ be abelian categories such that $\mathcal{A}$ has enough projectives and $T: \mathcal{A} \rightarrow \mathcal{B}$ a right exact functor which maps projectives to projectives. Suppose that $T$ is fully faithful on projectives, i.e., for any projectives $P_{0}, P_{1} \in \mathcal{A}$, the natural map $\operatorname{Hom}\left(P_{1}, P_{0}\right) \rightarrow$ $\operatorname{Hom}\left(T\left(P_{1}\right), T\left(P_{0}\right)\right)$ is an isomorphism. Then $T$ is fully faithful, and defines an equivalence of $\mathcal{A}$ onto the subcategory of objects $Y \in \mathcal{B}$ which admit a presentation

$$
T\left(P_{1}\right) \rightarrow T\left(P_{0}\right) \rightarrow Y \rightarrow 0
$$

for some projectives $P_{0}, P_{1} \in \mathcal{A}$.
Proof. We first show that $T$ is faithful. Let $X, X^{\prime} \in \mathcal{A}$ and $a: X \rightarrow X^{\prime}$. Pick presentations

$$
P_{1} \rightarrow P_{0} \rightarrow X \rightarrow 0, P_{1}^{\prime} \rightarrow P_{0}^{\prime} \rightarrow X^{\prime} \rightarrow 0
$$

We have maps $p_{0}: P_{0} \rightarrow X, p_{0}^{\prime}: P_{0}^{\prime} \rightarrow X^{\prime}, p_{1}: P_{1} \rightarrow P_{0}, p_{1}^{\prime}: P_{1}^{\prime} \rightarrow P_{0}^{\prime}$. There exist morphisms $a_{0}: P_{0} \rightarrow P_{0}^{\prime}, a_{1}: P_{1} \rightarrow P_{1}^{\prime}$ such that $\left(a_{1}, a_{0}, a\right)$ is a morphism of presentations.

Suppose $T(a)=0$. Then $T\left(p_{0}^{\prime}\right) T\left(a_{0}\right)=0$. Thus $Y:=\operatorname{Im} T\left(a_{0}\right) \subset$ $\operatorname{Ker} T\left(p_{0}^{\prime}\right)=\operatorname{Im} T\left(p_{1}^{\prime}\right)$. Thus the map $T\left(a_{0}\right): T\left(P_{0}\right) \rightarrow Y$ lifts to $b: T\left(P_{0}\right) \rightarrow T\left(P_{1}^{\prime}\right)$ such that $T\left(a_{0}\right)=T\left(p_{1}^{\prime}\right) b$. Since $T$ is full on projectives, we have $b=T(c)$ for some $c: P_{0} \rightarrow P_{1}^{\prime}$, so $T\left(a_{0}\right)=T\left(p_{1}^{\prime}\right) T(c)=$ $T\left(p_{1}^{\prime} c\right)$. Since $T$ is faithful on projectives, this implies that $a_{0}=p_{1}^{\prime} c$. Thus $\operatorname{Im} a_{0} \subset \operatorname{Im} p_{1}^{\prime}=\operatorname{Ker} p_{0}^{\prime}$. It follows that $p_{0}^{\prime} a_{0}=0$, hence $a p_{0}=0$. But $p_{0}$ is an epimorphism, hence $a=0$, as claimed.

Now let us show that $T$ is full. Let $X, X^{\prime} \in \mathcal{A}$ and $b: T(X) \rightarrow T\left(X^{\prime}\right)$. The functor $T$ maps the above presentations of $X, X^{\prime}$ into presentations of $T(X), T\left(X^{\prime}\right)$ (as it is right exact and maps projectives to projectives):

$$
T\left(P_{1}\right) \rightarrow T\left(P_{0}\right) \rightarrow T(X) \rightarrow 0, T\left(P_{1}^{\prime}\right) \rightarrow T\left(P_{0}^{\prime}\right) \rightarrow T\left(X^{\prime}\right) \rightarrow 0
$$

and we can find $b_{0}: T\left(P_{0}\right) \rightarrow T\left(P_{0}^{\prime}\right), b_{1}: T\left(P_{1}\right) \rightarrow T\left(P_{1}^{\prime}\right)$ such that $\left(b_{1}, b_{0}, b\right)$ is a morphism of presentations. Since $T$ is fully faithful on projectives, there exist $a_{0}, a_{1}$ such that $T\left(a_{0}\right)=b_{0}, T\left(a_{1}\right)=b_{1}$ and $a_{0} p_{1}=p_{1}^{\prime} a_{0}$. Thus $a_{0} \operatorname{maps} \operatorname{Im} p_{1}=\operatorname{Ker} p_{0}$ into $\operatorname{Im} p_{1}^{\prime}=\operatorname{Ker} p_{0}^{\prime}$. This implies that $a_{0}$ descends to $a: X \rightarrow X^{\prime}$, and $T(a) T\left(p_{0}\right)=T\left(p_{0}^{\prime}\right) b_{0}$. Hence $(T(a)-b) T\left(p_{0}\right)=0$, so since $T\left(p_{0}\right)$ is an epimorphism we get $T(a)=b$, as claimed.

If $Y \in \operatorname{Im}(T)$ then $Y=T(X)$ where $X$ has presentation

$$
P_{1} \rightarrow P_{0} \rightarrow X \rightarrow 0 .
$$

Thus $Y$ has presentation

$$
T\left(P_{1}\right) \rightarrow T\left(P_{0}\right) \rightarrow Y \rightarrow 0
$$

Conversely, if $Y$ has such a presentation as a cokernel of a morphism $f: T\left(P_{1}\right) \rightarrow T\left(P_{0}\right)$ then $f=T(g)$ where $g: P_{1} \rightarrow P_{0}$, and $Y=$ $T(\operatorname{Coker}(g))$, which proves the last claim of the proposition.

Now we are ready to prove Theorem 25.8. By Lemma 25.5, $H C_{\theta}^{1}$ has enough projectives. Also the functor $\bar{T}_{\lambda}$ is right exact, as it is given by tensor product. Further, if $P$ is projective then $\operatorname{Hom}\left(T_{\lambda}(P), Y\right)=$ $\operatorname{Hom}\left(P, H_{\lambda}(Y)\right)$ is exact in $Y$ since $H_{\lambda}$ is exact by Proposition 19.7 and $P$ is projective. Thus $T_{\lambda}(P)$ is projective. Finally, the fact that $T_{\lambda}$ is fully faithful on projectives was one of the main results about projective functors (Theorem 22.4). So Proposition 25.10 applies to $\mathcal{A}=H C_{\theta}^{1}, \mathcal{B}=\mathcal{O}_{\lambda+P}, T=T_{\lambda}$. Moreover, the image of $T_{\lambda}$ is precisely the category $\mathcal{O}(\lambda)$ by the classification of projective functors (Theorem 23.6).

For an equivalence of categories, a right adjoint is a quasi-inverse. Thus $H_{\lambda}$ is quasi-inverse of $T_{\lambda}$, as claimed. The theorem is proved.

Corollary 25.11. Every Harish-Chandra bimodule $M$ with right central character $\theta$ is realizable as $\mathbb{V}^{\text {fin }}$ where $\mathbb{V}$ is a (not necessarily unitary) admissible representation of the complex simply connected group $G$ corresponding to $\mathfrak{g}$ on a Hilbert space.

Proof. Let us prove the statement if $\theta=\chi_{\lambda}$ where $\lambda$ is a regular dominant weight (the general proof is similar).

We have seen in Subsection 19.3 that $H_{\lambda}\left(M_{\mu-\rho}^{\vee}\right)$ is the principal series module $\mathbf{M}(\lambda, \mu)=\operatorname{Hom}_{\text {fin }}\left(M_{\lambda-\rho}, M_{\mu-\rho}^{\vee}\right)$. Thus by Theorem 25.8
$\mathbf{M}(\lambda, \mu)$ is injective in $H C_{\dot{\theta}}^{!}$if $\mu$ is dominant (since $M_{\mu-\rho}$ is projective, hence $M_{\mu-\rho}^{\vee}$ is injective). Moreover, since every indecomposable projective in $\mathcal{O}_{\lambda+P}$ is a direct summand of $V \otimes M_{\mu-\rho}$ for some dominant $\mu$ and finite dimensional $\mathfrak{g}$-module $V$, it follows that every indecomposable injective is a direct summand in $V \otimes M_{\mu-\rho}^{\vee}$ for some $V$ and dominant $\mu$. Hence by Theorem 25.8, every indecomposable injective in $H C_{\theta}^{1}$ is a direct summand in $V \otimes \mathbf{M}(\lambda, \mu)$ for some $V$ and dominant $\mu$. Thus any $Y \in H C_{1}^{\theta}$ is contained in a direct sum of objects $V \otimes \mathbf{M}(\lambda, \mu)$ for finite dimensional $V$ and dominant $\mu$. Since principal series modules $\mathbf{M}(\lambda, \mu)$ are realizable in a Hilbert space by Proposition 19.5, we are done by Corollary 6.13.

Exercise 25.12. (i) Generalize the proof of Corollary 25.11 to nonregular dominant weights $\lambda$.
(ii) Generalize Corollary 25.11 to any Harish-Chandra bimodule with generalized central character $\theta$, and then to any Harish-Chandra bimodule.

Hint. Recall that $C_{\lambda, \mu}^{\infty}(G / B)$ is the space of smooth functions $F$ on $G$ which satisfy the differential equations

$$
\left(R_{b}-\lambda(b)\right) F=\left(R_{\bar{b}}-\mu(\bar{b})\right) F=0
$$

for $b \in \mathfrak{b}$ and $\bar{b} \in \overline{\mathfrak{b}}$ (here $R_{b}$ is the vector field corresponding to the right translation by $b$ ). Now for $N \geq 1$ consider the space $C_{\lambda, \mu, N}^{\infty}(G / B)$ of smooth functions $F$ on $G$ satisfying the differential equations

$$
\left(R_{b}-\lambda(b)\right)^{N} F=\left(R_{\bar{b}}-\mu(\bar{b})\right)^{N} F=0 .
$$

(Note that $C_{\lambda, \mu, 1}^{\infty}(G / B)=C_{\lambda, \mu}^{\infty}(G / B)$.) Show that $C_{\lambda, \mu, N}^{\infty}(G / B)$ are admissible representations of $G$ on Fréchet spaces. Then mimic the proof of Corollary 25.11 using these instead of $C_{\lambda, \mu}^{\infty}(G / B)$.

## 26. Representations of $S L_{2}(\mathbb{C})$

26.1. Harish-Chandra bimodules for $\mathfrak{s l}_{2}(\mathbb{C})$. Let us now work out the simplest example, $\mathfrak{g}=\mathfrak{s l}_{2}(\mathbb{C})$. In this case $\mathfrak{h}^{*}=\mathbb{C}, P=\mathbb{Z}, \chi_{\lambda}=$ $\lambda^{2}$. So by Theorem 25.6, irreducible Harish-Chandra bimodules $\mathbf{L}_{\xi}$ are parametrized by pairs $\xi=(\mu, \lambda)$ of complex numbers such that $\lambda-\mu$ is an integer, modulo the map $(\mu, \lambda) \mapsto(-\mu,-\lambda)$, and we may (and will) assume that $(\mu, \lambda)$ is a proper representation of $\xi$, i.e., $\lambda \notin \mathbb{Z}_{<0}$ and if $\lambda=0$ then $\mu \in \mathbb{Z}_{\leq 0}$. Let us describe these bimodules in terms of the principal series bimodules $\mathbf{M}(\lambda, \mu)$.

Proposition 26.1. (i) The principal series bimodule $\mathbf{M}(\lambda, \mu)$ is irreducible and isomorphic to $\mathbf{M}(-\lambda,-\mu)$ unless $\lambda, \mu$ are nonzero integers of the same sign. Otherwise such bimodules are pairwise nonisomorphic.
(ii) If $\lambda, \mu$ are both nonzero integers of the same sign then $\mathbf{M}(\lambda, \mu)$ is indecomposable and has a finite dimensional constituent $L_{|\lambda|-1}^{*} \otimes L_{|\mu|-1}$, which is a submodule if $\lambda>0$ and quotient if $\lambda<0$. The other composition factor is $\mathbf{M}(\lambda,-\mu) \cong \mathbf{M}(-\lambda, \mu)$, which is irreducible.
(iii) If $\xi=(\mu, \lambda)$ is a proper representation with $\lambda \notin \mathbb{Z}_{\geq 1}$ then $\mathbf{L}_{\xi}=\mathbf{M}(\lambda, \mu)$. If $\xi=(\mu, \lambda)$ where $\lambda \in \mathbb{Z}_{\geq 1}$ then $\mathbf{L}_{\xi}=L_{\lambda-1}^{*} \otimes L_{\mu-1}$ if $\mu \geq 1$ and $\mathbf{L}_{\xi}=\mathbf{M}(\lambda, \mu)$ if $\mu \leq 0$.

Proof. (i),(ii) Consider first the case when $\lambda$ and $\mu$ are both nonintegers. Then the weights $\pm \lambda$ are dominant and $M_{ \pm \mu-1}^{\vee}$ are simple, so by Theorem $25.8 \mathbf{M}(\lambda, \mu)$ is also simple and isomorphic to $\mathbf{M}(-\lambda,-\mu)$.

Now suppose $\lambda, \mu$ are integers. Recall that $\mathbf{M}(\lambda, \mu)$ decomposes over the diagonal copy of $\mathfrak{g}$ as

$$
\begin{equation*}
\mathbf{M}(\lambda, \mu)=\oplus_{j \geq 0} L_{|\lambda-\mu|+2 j} . \tag{18}
\end{equation*}
$$

If $\lambda=0$ and $\mu \geq 0$, then the equivalence $T_{\lambda}=T_{0}$ maps $\mathbf{M}(0, \pm \mu)$ to $M_{ \pm \mu-1}^{\vee}$. So if $\mu=0$, we have a simple bimodule $\mathbf{M}(0,0)$. On the other hand, if $\mu>0$, we have two bimodules $\mathbf{M}(0,-\mu), \mathbf{M}(0, \mu)$ and a natural map
$a: \mathbf{M}(0, \mu)=\operatorname{Hom}_{\mathrm{fin}}\left(M_{-1}, M_{\mu-1}^{\vee}\right) \rightarrow \mathbf{M}(0,-\mu)=\operatorname{Hom}_{\mathrm{fin}}\left(M_{-1}, M_{-\mu-1}^{\vee}\right)$ induced by the surjection $M_{\mu-1}^{\vee} \rightarrow M_{-\mu-1}^{\vee}$. The kernel of this map is $\operatorname{Ker} a=\operatorname{Hom}_{\text {fin }}\left(M_{-1}, L_{\mu-1}\right)=0$, which implies that $a$ is an isomorphism (as the $K$-type of the bimodules $\mathbf{M}(0, \mu), \mathbf{M}(0,-\mu)$ is the same by (18)). So we have the simple bimodule $\mathbf{M}(\mu, 0)=\mathbf{M}(-\mu, 0)$. If $\mu=$ $0, \lambda \neq 0$, the situation is similar, as $\lambda$ and $\mu$ play a symmetric role.

It remains to consider the situation when $\lambda, \mu \in \mathbb{Z} \backslash 0$. So let $n, m$ be positive integers. By Theorem 25.8, the bimodule $\mathbf{M}(n,-m)$ is simple,
as it corresponds to the simple module $M_{-m-1}^{\vee}$. Similarly, $\mathbf{M}(-n, m)$ is simple. Now, we have homomorphisms

$$
a: \mathbf{M}(n, m) \rightarrow \mathbf{M}(n,-m), b: \mathbf{M}(n,-m) \rightarrow \mathbf{M}(-n,-m)
$$

Since $\mathbf{M}(n,-m)$ is simple and $a \neq 0$, it is surjective, so in view of (18) we have a short exact sequence

$$
0 \rightarrow L_{n-1}^{*} \otimes L_{m-1} \rightarrow \mathbf{M}(n, m) \rightarrow \mathbf{M}(n,-m) \rightarrow 0
$$

Similarly, since $b \neq 0$, it is injective, so in view of (18) we have a short exact sequence

$$
0 \rightarrow \mathbf{M}(n,-m) \rightarrow \mathbf{M}(-m,-n) \rightarrow L_{n-1}^{*} \otimes L_{m-1} \rightarrow 0
$$

Moreover, these sequences are not split by Theorem 25.8. This proves (i),(ii).
(iii) follows immediately from (i),(ii). The proposition is proved.

Example 26.2. One may also describe explicitly the projectives $\mathbf{P}_{\xi}$. As an example let us do so for $\xi=(-1,0)$. Consider the tensor product $L_{1} \otimes U_{0}$, which is a projective object. We have $\left(L_{1} \otimes U_{0}\right) \otimes_{U_{0}} M_{-1}=$ $L_{1} \otimes M_{-1}=P_{-2}$, the big projective object with composition series $\left[M_{-2}, \mathbb{C}, M_{-2}\right]$. Thus $L_{1} \otimes U_{0}=\mathbf{P}_{\xi}$. Over the diagonal copy of $\mathfrak{g}$ we have

$$
\mathbf{P}_{\xi}=L_{1} \otimes U_{0}=L_{1} \otimes\left(L_{0} \oplus L_{2} \oplus \ldots\right)=2 L_{1} \oplus 2 L_{3} \oplus \ldots
$$

Thus we have a short exact sequence

$$
\begin{equation*}
0 \rightarrow \mathbf{L}_{\xi} \rightarrow \mathbf{P}_{\xi} \rightarrow \mathbf{L}_{\xi} \rightarrow 0 \tag{19}
\end{equation*}
$$

where $\mathbf{L}_{\xi}=\mathbf{M}(0,-1)=\mathbf{M}(0,1)$, which is not split.
This shows that the functor $T_{\lambda}=T_{0}$ is not exact in this case. Indeed, $T_{0}\left(\mathbf{L}_{\xi}\right)=M_{0}^{\vee}\left(M_{0}^{\vee} \in \mathcal{O}(0)\right.$ with presentation $P_{-2} \rightarrow P_{-2} \rightarrow M_{0}^{\vee} \rightarrow 0$ and $\left.H_{0}\left(M_{0}^{\vee}\right)=\mathbf{M}(0,1)\right)$, so the image of (19) under $T_{0}$ is the sequence

$$
0 \rightarrow M_{0}^{\vee} \rightarrow P_{-2} \rightarrow M_{0}^{\vee} \rightarrow 0
$$

which is not exact in the leftmost nontrivial term (the cohomology is $\mathbb{C})$. This sequence is, however, exact in the category $\mathcal{O}(0)$, which has just two indecomposable objects $M_{0}^{\vee}$ and $P_{-2}$ (so $\mathcal{O}(0)$ is not closed under taking subquotients and the inclusion $\mathcal{O}(0) \hookrightarrow \mathcal{O}$ is not exact).
26.2. Representations of $S L_{2}(\mathbb{C})$. Let us now consider representations of $G=S L_{2}(\mathbb{C})$. We have $\mathfrak{g}=\mathfrak{s l}_{2}(\mathbb{C}), K=S U(2)$. We have already classified the irreducible Harish-Chandra (bi)modules and shown that the only ones are finite dimensional modules and principal series modules. Moreover, we realized the principal series module
$\mathbf{M}(\lambda, \mu)$ as the space of $K$-finite vectors in the space of smooth functions $F: G \rightarrow \mathbb{C}$ such that

$$
F(g b)=F(g) t(b)^{\lambda-\mu}|t(b)|^{2 \mu-2}, \quad b \in B
$$

where $B \subset G$ is the subgroup of upper triangular matrices. Thus, similarly to the real case, setting $\mu-\lambda=m \in \mathbb{Z}$, we may represent $\mathbf{M}(\lambda, \mu)$ as the space of polynomial tensor fields on $\mathbb{C P}^{1}=S^{2}$ of the form

$$
\omega=\phi(u)(d u)^{\frac{m}{2}}|d u|^{1-\mu}
$$

and we have an admissible realization of $\mathbf{M}(\lambda, \mu)$ by the vector space $C_{\lambda-1, \mu-1}^{\infty}(G / B)$ of smooth tensor fields of the same form. The (right) action of the group $G$ on this space is given by

$$
\left(\phi \circ\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right)\right)(u)=\phi\left(\frac{a u+b}{c u+d}\right)(c u+d)^{-m}|c u+d|^{2 \mu-2} .
$$

We may also upgrade this realization to a Hilbert space realization by completing it with respect to the inner product

$$
\|\omega\|^{2}=\int_{S^{2}}|\phi(u)|^{2} d A
$$

where $d A$ is the rotation-invariant probability measure on $S^{2}$. However, this inner product is not $G$-invariant, in general; it is only $G$-invariant if $\operatorname{Re} \mu=\frac{m}{2}$, i.e., $\mu=\frac{m}{2}+s, s \in i \mathbb{R}$. This shows that the $(\mathfrak{g}, K)$-modules $\mathbf{M}\left(-\frac{m}{2}+s, \frac{m}{2}+s\right)$ are unitary and irreducible for any imaginary $s$, with the Hilbert space completion being $L_{-\frac{m}{2}+s-1, \frac{m}{2}+s-1}^{2}(G / B)$ - the unitary principal series.

Also the trivial representation is obviously unitary. Are there any other unitary irreducible representations? Clearly, they cannot be finite dimensional. However, the answer is yes. To find them, let us first determine which $\mathbf{M}(\lambda, \mu)$ are Hermitian. It is easy to show that this happens whenever $\lambda^{2}=\bar{\mu}^{2}$, i.e., $\lambda= \pm \bar{\mu}$. If $\lambda=-\bar{\mu}$, we get $2 \operatorname{Re} \mu=m$, so $\mu=\frac{m}{2}+s, \lambda=-\frac{m}{2}+s, s \in i \mathbb{R}$, exactly as above. On the other hand, if $\lambda=\bar{\mu}$ then we get $\mu-\bar{\mu}=m$, which implies that $m=0$, i.e., $\lambda=\mu \in \mathbb{R}$. In this case by Theorem 25.6 the module $\mathbf{M}(\mu, \mu)$ is irreducible if and only if $\mu \notin \mathbb{Z}$. Thus we see that for $0<|\mu|<1$, this module is unitary, as we have a continuous family of simple Hermitian modules $X(c):=\mathbf{M}(\sqrt{c}, \sqrt{c})$ for $c \in(-\infty, 1)$, and these modules are in the unitary principal series for $c \leq 0$. This family of unitary modules for $c>0(0<|\mu|<1)$ is called the complementary series; it is analogous to the complementary series in the real case.

It remains to consider the intervals $m<|\mu|<m+1$ for $m \in \mathbb{Z}_{\geq 0}$. If $\mathbf{M}(\mu, \mu)$ is unitary for at least one point in such interval, then it is
so for the whole interval, and taking the limit $\mu \rightarrow m+1$, we see that $L_{m+1}^{*} \otimes L_{m+1}$, which is a composition factor of $\mathbf{M}(m+1, m+1)$, would have to be unitary, which it is not. This shows that we have no unitary modules in these intervals. Thus we obtain the following result.

Theorem 26.3. (Gelfand-Naimark) The irreducible unitary representations of $S L_{2}(\mathbb{C})$ are Hilbert space completions of the following unitary Harish-Chandra modules:

- Unitary principal series $\mathbf{M}\left(-\frac{m}{2}+s, \frac{m}{2}+s\right)$, $m \in \mathbb{Z}, s \in i \mathbb{R}$;
- Complementary series $\mathbf{M}(s, s),-1<s<1$;
- The trivial representation $\mathbb{C}$.

Here $\mathbf{M}\left(-\frac{m}{2}+s, \frac{m}{2}+s\right) \cong \mathbf{M}\left(\frac{m}{2}-s,-\frac{m}{2}-s\right), \mathbf{M}(s, s)=\mathbf{M}(-s,-s)$ and there are no other isomorphisms.
Exercise 26.4. Compute the map $M \mapsto M^{\vee}$ from Exercise 5.17 on the set of irreducible Harish-Chandra modules for $S L_{2}(\mathbb{R})$ and $S L_{2}(\mathbb{C})$.

Exercise 26.5. The following exercise is the complex analog of Exercise 9.6 .
(i) Show that for $-1<s<0$ the formula

$$
(f, g)_{s}:=\int_{\mathbb{C}^{2}} f(y) \overline{g(z)}|y-z|^{-2 s-2} d y d \bar{y} d z d \bar{z}
$$

defines a positive definite inner product on the space $C_{0}(\mathbb{C})$ of continuous functions $f: \mathbb{C} \rightarrow \mathbb{C}$ with compact support (Hint: pass to Fourier transforms).
(ii) Deduce that if $f$ is a measurable function on $\mathbb{C}$ then

$$
0 \leq(f, f)_{s} \leq \infty
$$

so measurable functions $f$ with $(f, f)_{s}<\infty$ modulo those for which $(f, f)_{s}=0$ form a Hilbert space $\mathcal{H}_{s}$ with inner product $(,)_{s}$, which is the completion of $C_{0}(\mathbb{C})$ under $(,)_{s}$.
(iii) Let us view $\mathcal{H}_{s}$ as the space of tensor fields $f(y)|d y|^{1-s}$, where $f$ is as in (ii). Show that the complementary series unitary representation $\widehat{\mathbf{M}}(s, s)$ of $S L_{2}(\mathbb{C})$ may be realized in $\mathcal{H}_{s}$ with $G$ acting naturally on such tensor fields.

## 27. Geometry of complex semisimple Lie groups

27.1. The Borel-Weil theorem. Let $G$ be a simply connected semisimple complex Lie group with Lie algebra $\mathfrak{g}$ and a Borel subgroup $B$ generated by a maximal torus $T \subset G$ and the 1-parameter subgroups $\exp \left(t e_{i}\right), i \in \Pi$. Given an integral weight $\lambda \in P$, we can define the corresponding algebraic (in particular, holomorphic) line bundle $\mathcal{L}_{\lambda}$ on the flag variety $G / B$. Namely, the total space $T\left(\mathcal{L}_{\lambda}\right)$ of $\mathcal{L}_{\lambda}$ is $(G \times \mathbb{C}) / B$, where $B$ acts by

$$
(g, z) b=\left(g b, \lambda(b)^{-1} z\right)
$$

and the line bundle $\mathcal{L}_{\lambda}$ is defined by the projection $\pi: T\left(\mathcal{L}_{\lambda}\right) \rightarrow G / B$ to the first component. So this bundle is $G$-equivariant, i.e., $G$ acts on $T\left(\mathcal{L}_{\lambda}\right)$ by left multiplication preserving the projection map $\pi$. We also see that smooth sections of $\mathcal{L}_{\lambda}$ are smooth functions $F: G \rightarrow \mathbb{C}$ such that

$$
(g, F(g)) b=(g b, F(g b)),
$$

which yields

$$
F(g b)=\lambda(b)^{-1} F(g)
$$

It follows that the space of smooth sections $\Gamma_{C^{\infty}}\left(G / B, \mathcal{L}_{\lambda}\right)$ coincides with the admissible $G$-module $C_{-\lambda, 0}^{\infty}(G / B)$, realizing the principal series module $\mathbf{M}(-\lambda+1,1)=\operatorname{Hom}_{\mathrm{fin}}\left(M_{-\lambda}, M_{0}^{\vee}\right)$.
Remark 27.1. Recall that $H^{2}(G / B, \mathbb{Z})=P$. It is easy to check that the first Chern class $c_{1}\left(\mathcal{L}_{\lambda}\right)$ equals $\lambda$. This motivates the minus sign in the definition of $\mathcal{L}_{\lambda}$.

Example 27.2. Let $G=S L_{2}(\mathbb{C})$, so that $B$ is the subgroup of upper triangular matrices with determinant 1 and $G / B=\mathbb{C} \mathbb{P}^{1}$. Then sections of $\mathcal{L}_{m}$ are functions $F: G \rightarrow \mathbb{C}$ such that $F(g b)=t(b)^{-m} F(g)$, where $t(b)=b_{11}$. Thus $\mathcal{L}_{m} \cong \mathcal{O}(-m)$.

Let us now consider holomorphic sections of $\mathcal{L}_{\lambda}$. The space $V_{\lambda}$ of such sections is a proper subrepresentation of $C_{-\lambda, 0}^{\infty}(G / B)$, namely the subspace where the left copy of $\mathfrak{g}$ (acting by antiholomorphic vector fields) acts trivially. Thus $V_{\lambda}^{\text {fin }}=\operatorname{Hom}_{\text {fin }}\left(M_{-\lambda}, \mathbb{C}\right) \subset \operatorname{Hom}_{\text {fin }}\left(M_{-\lambda}, M_{0}^{\vee}\right)$, and $V_{\lambda}=V_{\lambda}^{\mathrm{fin}}$ since $V_{\lambda}^{\mathrm{fin}}$ is finite dimensional. It follows that $V_{\lambda}^{\mathrm{fin}}=0$ unless $\lambda \in-P_{+}$, and in the latter case $V_{\lambda}=L_{-\lambda}^{*}=L_{\lambda}^{-}=L_{w_{0} \lambda}$, the finite dimensional representation of $G$ with lowest weight $\lambda$. Thus we obtain

Theorem 27.3. (Borel-Weil) Let $\lambda \in P$. If $\lambda \in P_{+}$then we have an isomorphism of $G$-modules

$$
\Gamma\left(G / B, \underset{132}{\mathcal{L}_{-\lambda}}\right) \cong L_{\lambda}^{*}
$$

If $\lambda \notin P_{+}$then $\Gamma\left(G / B, \mathcal{L}_{-\lambda}\right)=0$.
Example 27.4. Let $G=S L_{2}(\mathbb{C})$. Then Theorem 27.3 says that

$$
\Gamma\left(\mathbb{C P}^{1}, \mathcal{O}(m)\right) \cong L_{m}=\mathbb{C}^{m+1}
$$

as representations of $G$.
More generally, suppose $\lambda \in P$ and $\left(\lambda, \alpha_{i}^{\vee}\right)=0$ for a subset $S \subset \Pi$ of the set of simple roots. Then we have a parabolic subgroup $P_{S} \subset G$ generated by $B$ and also $\exp \left(t f_{i}\right)$ for $i \in S$, and $\lambda$ extends to a 1dimensional representation of $P_{S}$. Thus we can define the line bundle $\mathcal{L}_{\lambda, S}$ on the partial flag variety $G / P_{S}$ in the same way as $\mathcal{L}_{\lambda}$, and we have $\mathcal{L}_{\lambda}=p_{S}^{*} \mathcal{L}_{\lambda, S}$, where $p_{S}: G / B \rightarrow G / P_{S}$ is the natural projection.

Note that any holomorphic section of $\mathcal{L}_{\lambda}$ is just a function when restricted to a fiber $F \cong P_{S} / B$ of the fibration $p_{S}$ (a compact complex manifold), so by the maximum principle it must be constant. It follows that $\Gamma\left(G / B, \mathcal{L}_{\lambda}\right)=\Gamma\left(G / P_{S}, \mathcal{L}_{\lambda, S}\right)$. Thus we get

Corollary 27.5. Let $\lambda \in P$ with $\left(\lambda, \alpha_{i}^{\vee}\right)=0, i \in S$. Then

$$
\Gamma\left(G / P_{S}, \mathcal{L}_{-\lambda, S}\right) \cong L_{\lambda}^{*}
$$

if $\lambda \in P_{+}$, otherwise $\Gamma\left(G / P_{S}, \mathcal{L}_{-\lambda, S}\right)=0$.
Example 27.6. Let $G=S L_{n}(\mathbb{C})=S L(V), V=\mathbb{C}^{n}$, and $P_{S} \subset G$ be the subgroup of matrices $b$ such that $b_{r 1}=0$ for $r>1$ (this corresponds to $S=\{2, \ldots, n-1\})$. Then $G / P_{S}=\mathbb{C P}^{n-1}=\mathbb{P}(V)$. The condition $\left(\lambda, \alpha_{i}^{\vee}\right)=0, i \in S$ means that $\lambda=m \omega_{1}$, and in this case $\mathcal{L}_{m, S}=$ $\mathcal{O}(-m)$. So Corollary 27.5 says that

$$
\Gamma(\mathbb{P}(V), \mathcal{O}(m))=L_{m \omega_{n-1}}=S^{m} V^{*}
$$

for $m \geq 0$, and zero for $m<0$. This is also clear from elementary considerations, as by definition $\Gamma(\mathbb{P}(V), \mathcal{O}(m))$ is the space of homogeneous polynomials on $V$ of degree $m$.

In fact, for $\lambda \in P_{+}$we can construct an isomorphism $L_{\lambda}^{*} \cong \Gamma\left(G / B, \mathcal{L}_{-\lambda}\right)$ explicitly as follows. Let $v_{\lambda}$ be a highest weight vector of $L_{\lambda}, \ell \in L_{\lambda}^{*}$, and $F_{\ell}(g):=\left(\ell, g v_{\lambda}\right)$. Then

$$
F_{\ell}(g b)=\lambda(b) F_{\ell}(g) .
$$

Thus the assignment $\ell \rightarrow F_{\ell}$ defines a linear map $L_{\lambda}^{*} \rightarrow \Gamma\left(G / B, \mathcal{L}_{-\lambda}\right)$ which is easily seen to be an isomorphism.

This shows that the bundle $\mathcal{L}_{-\lambda}$ is globally generated, i.e., for every $x \in G / B$ there exists $s \in \Gamma\left(G / B, \mathcal{L}_{-\lambda}\right)$ such that $s(x) \neq 0$. In other words, we have a regular map $i_{\lambda}: G / B \rightarrow \mathbb{P} L_{\lambda}$ defined as follows.

For $x \in G / B$, choose a basis vector $u$ of the fiber of $\mathcal{L}_{-\lambda}$ at $x$ and define $i_{\lambda}(x) \in L_{\lambda}$ by the equality

$$
s(x)=i_{\lambda}(x)(s) u
$$

for $s \in \Gamma\left(G / B, \mathcal{L}_{-\lambda}\right) \cong L_{\lambda}^{*}$. Then $i_{\lambda}(x)$ is well defined (does not depend on the choice of $u$ ) up to scaling and is nonzero, so gives rise to a well defined element of the projective space $\mathbb{P} L_{\lambda}$. Another definition of this map is

$$
i_{\lambda}(x)=x\left(\mathbb{C} v_{\lambda}\right)
$$

This shows that $i_{\lambda}$ is an embedding when $\lambda$ is regular, i.e., in this case the line bundle $\mathcal{L}_{\lambda}$ is very ample. On the other hand, if $\lambda$ is not necessarily regular and $S$ is the set of $j$ such that $\left(\lambda, \alpha_{j}^{\vee}\right)=0$ then $i_{\lambda}: G / P_{S} \rightarrow \mathbb{P} L_{\lambda}$ is an embedding, so the bundle $\mathcal{L}_{-\lambda, S}$ over the partial flag variety $G / P_{S}$ is very ample.

Example 27.7. Let $G=S L_{n}(\mathbb{C})$ and $\lambda=\omega_{k}$. Then $S=[1, n-1] \backslash k$, so $P_{S} \subset G$ is the subgroup of matrices with $g_{i j}=0, i>k, j \leq k$ and $G / P_{S}$ is the Grassmannian $\operatorname{Gr}(k, n)$ of $k$-dimensional subspaces in $\mathbb{C}^{n}$. In this case $L_{\lambda}=\wedge^{k} \mathbb{C}^{n}$, so $i_{\lambda}$ is the Plücker embedding $\operatorname{Gr}(k, n) \hookrightarrow \mathbb{P}\left(\wedge^{k} \mathbb{C}^{n}\right)$.
27.2. The Springer resolution. Recall that a resolution of singularities of an irreducible algebraic variety $X$ is a morphism $p: Y \rightarrow X$ from a smooth variety $Y$ that is proper (for example, projective $4^{21}$ ) and birational. Hironaka proved in 1960s that any variety over a field of characteristic zero has a resolution of singularities. However, it is not unique and this theorem does not provide a nice explicit construction of a resolution.

A basic example of a singular variety arising in Lie theory is the nilpotent cone $\mathcal{N}$ of a semisimple Lie algebra $\mathfrak{g}$. This variety turns out to admit a very explicit resolution called the Springer resolution, which plays an important role in representation theory.

To define the Springer resolution, consider the cotangent bundle $T^{*} \mathcal{F}$ of the flag variety $\mathcal{F}$ of $G$. Recall that $\mathcal{F}$ is the variety of Borel subalgebras $\mathfrak{b} \subset \mathfrak{g}$. For $\mathfrak{b} \in \mathcal{F}$, we have an isomorphism $\mathfrak{g} / \mathfrak{b} \cong T_{\mathfrak{b}} \mathcal{F}$ defined by the action of $G$. Thus $T^{*} \mathcal{F}$ can be viewed as the set of pairs $(\mathfrak{b}, x)$, where $x \in(\mathfrak{g} / \mathfrak{b})^{*}$. Note that $(\mathfrak{g} / \mathfrak{b})^{*} \cong \mathfrak{b}^{\perp}$ under the Killing form, and $\mathfrak{b}^{\perp}=[\mathfrak{b}, \mathfrak{b}]$ is the maximal nilpotent subalgebra of $\mathfrak{b}$. Thus $T^{*} \mathcal{F}$ is the variety of pairs $(\mathfrak{b}, x)$ where $\mathfrak{b} \in \mathcal{F}$ is a Borel subnalgebra of $\mathfrak{g}$ and $x \in \mathfrak{b}$ a nilpotent element.

[^15]Now we can define the Springer map $p: T^{*} \mathcal{F} \rightarrow \mathcal{N}$ given by $p(\mathfrak{b}, x)=x$. Note that this map is $G$-invariant, so its fibers over conjugate elements of $\mathcal{N}$ are isomorphic.
Theorem 27.8. The Springer map $p$ is birational and projective, so it is a resolution of singularities.
Proof. To show that $p$ is birational, it suffices to prove that if $e \in \mathcal{N}$ is regular, the Borel subalgebra $\mathfrak{b}$ containing $e$ is unique. To this end, note that $\operatorname{dim} T^{*} \mathcal{F}=2 \operatorname{dim} \mathcal{F}=\operatorname{dim} \mathcal{N}$ and the map $p$ is surjective (as any nilpotent element is contained in a Borel subalgebra). Thus $p$ is generically finite, i.e., $p^{-1}(e)$ is a finite set, and our job is to show that it consists of one element.

We may fix a decomposition $\mathfrak{g}=\mathfrak{n}_{+} \oplus \mathfrak{h} \oplus \mathfrak{n}_{-}$and assume that $e=\sum_{i=1}^{r} e_{i}$. Then we have $\left[\rho^{\vee}, e\right]=e$, so the group $\left\{t^{\rho^{\vee}}, t \neq 0\right\} \cong \mathbb{C}^{*}$ acts on $p^{-1}(e)$ (as any Borel subalgebra containing $e$ also contains te). Since $p^{-1}(e)$ is finite, this action must be trivial. Thus $\rho^{\vee}$ normalizes every $\mathfrak{b} \in p^{-1}(e)$, hence is contained in every such $\mathfrak{b}$. But $\rho^{\vee}$ is regular, so is contained in a unique Cartan subalgebra, namely $\mathfrak{h}$. Since every semisimple element in a Borel subalgebra $\mathfrak{b} \subset \mathfrak{g}$ is contained in a Cartan subalgebra sitting inside $\mathfrak{b}$, it follows that $\mathfrak{h} \subset \mathfrak{b}$ for all $\mathfrak{b} \in p^{-1}(e)$. Thus $\left[\omega_{i}^{\vee}, e\right]=e_{i} \in \mathfrak{b}$ for all $i$. It follows that $\mathfrak{b}=\mathfrak{b}_{+}:=\mathfrak{h} \oplus \mathfrak{n}_{+}$, i.e., $\left|p^{-1}(e)\right|=1$, as claimed.

Now let us show that $p$ is projective. Let $\widetilde{p}: T^{*} \mathcal{F} \rightarrow \mathcal{F} \times \mathcal{N}$ be the map defined by $\widetilde{p}(\mathfrak{b}, x)=(\mathfrak{b}, x)$. This is clearly a closed embedding (the image is defined by the equation $x \in \mathfrak{b}$ ). But $p=\pi \circ \widetilde{p}$ where $\pi: \mathcal{F} \times \mathcal{N} \rightarrow \mathcal{N}$ is the projection to the second component. Thus $p$ is projective, as claimed.

Remark 27.9. The preimage $p^{-1}(e)$ for $e \in \mathcal{N}$ is called the Springer fiber. If $e$ is not regular, $p^{-1}(e)$ has positive dimension. It is a projective variety, which is in general singular, reducible and has complicated structure, but it plays an important role in representation theory.
Example 27.10. Let $\mathfrak{g}=\mathfrak{s l}_{2}$. Then $\mathcal{N}$ is the usual quadratic cone $y z+x^{2}=0$ in $\mathbb{C}^{3}$, and $T^{*} \mathcal{F}=T^{*} \mathbb{C} P^{1}$ is the blow-up of the vertex in this cone.
27.3. The symplectic structure on coadjoint orbits. Recall that a smooth real manifold, complex manifold or algebraic variety $X$ is symplectic if it is equipped with a nondegenerate closed 2-form $\omega$. It is clear that in this case $X$ has even dimension.
Theorem 27.11. (Kirillov-Kostant) Let $G$ be a connected real or complex Lie group or complex algebraic group. Then every $G$-orbit in $\mathfrak{g}^{*}$ has a natural symplectic structure.

Proof. Let $O$ be a $G$-orbit in $\mathfrak{g}^{*}$ and $f \in O$. Then $T_{f} O=\mathfrak{g} / \mathfrak{g}_{f}$ where $\mathfrak{g}_{f}$ is the set of $x \in \mathfrak{g}$ such that $f([x, y])=0$ for all $y \in \mathfrak{g}$. Define a skewsymmetric bilinear form $\omega_{f}: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathbb{C}$ given by $\omega_{f}(y, z)=f([y, z])$. It is clear that $\operatorname{Ker} \omega_{f}=\mathfrak{g}_{f}$, so $\omega_{f}$ defines a nondegenerate form on $\mathfrak{g} / \mathfrak{g}_{f}=T_{f} O$. This defines a nondegenerate $G$-invariant differential 2-form $\omega$ on $O$.

It remains to show that $\omega$ is closed. Let $L_{x}$ be the vector field on $O$ defined by the action of $x \in \mathfrak{g}$; thus $L_{[x, y]}=\left[L_{x}, L_{y}\right]$. It suffices to show that for any $x, y, z \in \mathfrak{g}$ we have $d \omega\left(L_{x}, L_{y}, L_{z}\right)=0$. By Cartan's differentiation formula we have

$$
d \omega\left(L_{x}, L_{y}, L_{z}\right)=\operatorname{Alt}\left(L_{x} \omega\left(L_{y}, L_{z}\right)-\omega\left(\left[L_{x}, L_{y}\right], L_{z}\right)\right)
$$

where Alt denotes the sum over cyclic permutations of $x, y, z$. Since $\omega$ is $G$-invariant, this yields

$$
d \omega\left(L_{x}, L_{y}, L_{z}\right)(f)=\operatorname{Alt}\left(\omega\left(L_{y}, L_{[x, z]}\right)\right)(f)=f(\operatorname{Alt}([y,[x, z]]))
$$

which vanishes by the Jacobi identity.
Corollary 27.12. The singular locus of the nilpotent cone $\mathcal{N}$ has codimension $\geq 2$.

Proof. This follows since $\mathcal{N}$ has finitely many orbits (Exercise 17.8) and by Theorem 27.11 they all have even dimension.

Corollary 27.13. $\mathcal{N}$ is normal (i.e., the algebra $\mathcal{O}(\mathcal{N})$ is integrally closed in its quotient field).

Proof. This follows from Corollary 27.12 since $\mathcal{N}$ is a complete intersection and any complete intersection whose singular locus has codimension $\geq 2$ is necessarily normal ([H], Chapter II, Prop. 8.23).
27.4. The algebra of functions on $T^{*} \mathcal{F}$. We will first recall some facts about normal algebraic varieties.

Proposition 27.14. Let $Y$ be an irreducible normal algebraic variety. Then
(i) (Eis], Proposition 11.5) The singular locus of $Y$ has codimension $\geq 2$.
(ii) ([Eis], Proposition 11.4) If $U \subset Y$ is an open subset and $Y \backslash U$ has codimension $\geq 2$ then any regular function $f$ on $U$ extends to a regular function on $Y$. In particular, any regular function on the smooth locus of $Y$ extends to a regular function on $Y$.
(iii) Zariski main theorem ([H], Corollary III.11.4). If $X$ is irreducible and $p: X \rightarrow Y$ is a proper birational morphism then fibers of $p$ are connected.

Proposition 27.15. Let $Y$ be an irreducible normal affine algebraic variety and $p: X \rightarrow Y$ be a resolution of singularities. Then the homomorphism $p^{*}: \mathcal{O}(Y) \rightarrow \mathcal{O}(X)$ is an isomorphism.
Proof. It is clear that $p^{*}$ is injective, so we only need to show it is surjective. Let $f \in \mathcal{O}(X)$. Since every fiber of $p$ is proper, and also connected due to normality of $Y$ by Proposition 27.14 (iii), $f$ is constant along this fiber. So $f=h \circ p$ for $h: Y \rightarrow \mathbb{C}$ a rational function. It remains to show that $h$ is regular. We know that $h$ is regular on the smooth locus of $Y$ (as it is defined at all points of $Y$ ). Thus the result follows from the normality of $Y$ and Proposition 27.14(i),(ii).
Theorem 27.16. Let $p: T^{*} \mathcal{F} \rightarrow \mathcal{N}$ be the Springer resolution. Then the map $p^{*}: \mathcal{O}(\mathcal{N}) \rightarrow \mathcal{O}\left(T^{*} \mathcal{F}\right)$ is an isomorphism of graded algebras.
Proof. This follows from Proposition 27.15 and the normality of $\mathcal{N}$ (Corollary 27.13).

## 28. D-modules - I

We would now like to formulate the Beilinson-Bernstein localization theorems. We first review generalities about differential operators and $D$-modules.
28.1. Differential operators. Let $k$ be an algebraically closed field of characteristic zero. Let $X$ be a smooth affine algebraic variety over $k$. Let $\mathcal{O}(X)$ be the algebra of regular functions on $X$. Following Grothendieck, we define inductively the notion of a differential operator of order (at most) $N$ on $X$. Namely, a differential operator of order -1 is zero, and a $k$-linear operator $L: \mathcal{O}(X) \rightarrow \mathcal{O}(X)$ is a differential operator of order $N \geq 0$ if for all $f \in \mathcal{O}(X)$, the operator $[L, f]$ is a differential operator of order $N-1$.

Let $D_{N}(X)$ denote the space of differential operators of order $N$. We have

$$
0=D_{-1}(X) \subset \mathcal{O}(X)=D_{0}(X) \subset D_{1}(X) \subset \ldots \subset D_{N}(X) \subset \ldots
$$

and $D_{i}(X) D_{j}(X) \subset D_{i+j}(X)$, which implies that the nested union $D(X):=\cup_{i \geq 0} D_{i}(X)$ is a filtered algebra.

Definition 28.1. $D(X)$ is called the algebra of differential operators on $X$.

Exercise 28.2. Prove the following statements.

1. $\left[D_{i}(X), D_{j}(X)\right] \subset D_{i+j-1}(X)$ for $i, j \geq 0$. In particular, [,] makes $D_{1}(X)$ a Lie algebra naturally isomorphic to $\operatorname{Vect}(X) \ltimes \mathcal{O}(X)$, where $\operatorname{Vect}(X)$ is the Lie algebra of vector fields on $X$.
2. Suppose $x_{1}, \ldots, x_{n} \in \mathcal{O}(X)$ are regular functions such that $d x_{1}, \ldots, d x_{n}$ form a basis in each cotangent space to $X$. Let $\partial_{1}, \ldots, \partial_{n}$ be the corresponding vector fields. For $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right)$, let $|\mathbf{m}|:=\sum_{i=1}^{n} m_{i}$ and $\partial^{\mathbf{m}}:=\partial_{1}^{m_{1}} \ldots \partial_{n}^{m_{n}}$. Then $D_{N}(X)$ is a free finite $\operatorname{rank} \mathcal{O}(X)$-module (under left multiplication) with basis $\left\{\partial^{\mathbf{m}}\right\}$ with $|\mathbf{m}| \leq N$, and $D(X)$ is a free $\mathcal{O}(X)$-module with basis $\left\{\partial^{\mathbf{m}}\right\}$ for all $\mathbf{m}$.
3. One has gr $D(X)=\oplus_{i \geq 0} \Gamma\left(X, S^{i} T X\right)=\mathcal{O}\left(T^{*} X\right)$. In particular, $D(X)$ is left and right Noetherian.
4. $D(X)$ is generated by $\mathcal{O}(X)$ and elements $L_{v}, v \in \operatorname{Vect}(X)$ (depending linearly on $v$ ), with defining relations

$$
\begin{equation*}
[f, g]=0,\left[L_{v}, f\right]=v(f), L_{f v}=f L_{v},\left[L_{v}, L_{w}\right]=L_{[v, w]}, \tag{20}
\end{equation*}
$$

where $f, g \in \mathcal{O}(X), v, w \in \operatorname{Vect}(X)$.
5. If $U \subset X$ is an affine open set then the multiplication map $\mathcal{O}(U) \otimes_{\mathcal{O}(X)} D(X) \rightarrow D(U)$ is a filtered isomorphism.

## 28.2. $D$-modules.

Definition 28.3. A left (respectively, right) $D$-module on $X$ is a left (respectively, right) $D(X)$-module.
Example 28.4. 1. $\mathcal{O}(X)$ is an obvious example of a left $D$-module on $X$. Also, $\Omega(X)$ (the top differential forms on $X$ ) is naturally a right $D$-module on $X$, via $\rho(L)=L^{*}$ (the adjoint differential operator to $L$ with respect to the "integration pairing" between functions and top forms). More precisely, $f^{*}=f$ for $f \in \mathcal{O}(X)$, and $L_{v}^{*}$ is the action of the vector field $-v$ on top forms (by Lie derivative). Finally, $D(X)$ is both a left and a right $D$-module on $X$.
2. Suppose $k=\mathbb{C}$, and $f$ is a holomorphic function defined on some open set in $X$ (in the usual topology). Then $M(f):=D(X) f$ is a left $D$-module. We have a natural surjection $D(X) \rightarrow M(f)$ whose kernel is the left ideal generated by the linear differential equations satisfied by $f$. E.g. $M(1)=\mathcal{O}(X)=D(X) / D(X) \operatorname{Vect}(X), M\left(x^{s}\right)=$ $D(\mathbb{C}) / D(\mathbb{C})(x \partial-s)$ if $s \notin \mathbb{Z}_{\geq 0}, M\left(e^{x}\right)=D(\mathbb{C}) / D(\mathbb{C})(\partial-1)$. Similarly, if $\xi$ is a distribution (e.g., a measure) then $\xi \cdot D(X)$ is a right $D$-module. For instance, $\delta \cdot D(\mathbb{C})=D(\mathbb{C}) / x D(\mathbb{C})$, where $\delta$ is the delta-measure on the line.
Exercise 28.5. Show that $\mathcal{O}(X)$ is a simple $D(X)$-module. Deduce that for any nonzero regular function $f$ on $X, M(f)=\mathcal{O}(X)$.
28.3. $D$-modules on non-affine varieties. Now assume that $X$ is a smooth variety which is not necessarily affine. Recall that a quasicoherent sheaf on $X$ is a sheaf $M$ of $\mathcal{O}_{X}$-modules (in Zariski topology) such that for any affine open sets $U \subset V \subset X$ the restriction map induces an isomorophism of $\mathcal{O}(U)$-modules $\mathcal{O}(U) \otimes_{\mathcal{O}(V)} M(V) \cong M(U)$. Exercise 28.2. 5) implies that there exists a canonical quasicoherent sheaf of algebras $D_{X}$ on $X$ such that $\Gamma\left(U, D_{X}\right)=D(U)$ for any affine open set $U \subset X$. This sheaf is called the sheaf of differential operators on $X$.
Definition 28.6. A left (respectively, right) $D$-module on $X$ is a quasicoherent sheaf of left (respectively, right) $D_{X}$-modules. The categories of left (respectively, right) $D$-modules on $X$ (with obviously defined morphisms) are denoted by $\mathcal{M}_{l}(X)$ and $\mathcal{M}_{r}(X)$.

It is clear that these are abelian categories. We will mostly use the category $\mathcal{M}_{l}(X)$ and denote it shortly by $\mathcal{M}(X)$.

Note that if $X$ is affine, this definition is equivalent to the previous one (by taking global sections).

As before, the basic examples are $\mathcal{O}_{X}$ (a left $D$-module), $\Omega_{X}$ (a right $D$-module), $D_{X}$ (both a left and a right $D$-module).

We see that the notion of a $D$-module on $X$ is local. For this reason, many questions about $D$-modules are local and reduce to the case of affine varieties.
28.4. Connections. The definition of a $D_{X}$-module can be reformulated in terms of connections on an $\mathcal{O}_{X}$-module. Namely, in differential geometry we have a theory of connections on vector bundles. An algebraic vector bundle on $X$ is the same thing as a coherent, locally free $\mathcal{O}_{X}$-module. It turns out that the usual definition of a connection, when written algebraically, makes sense for any $\mathcal{O}_{X}$-module (i.e., quasicoherent sheaf), not necessarily coherent or locally free.

Namely, let $X$ be a smooth variety and $\Omega_{X}^{i}$ be the $\mathcal{O}_{X}$-module of differential $i$-forms on $X$.

Definition 28.7. A connection on an $\mathcal{O}_{X}$-module $M$ is a $k$-linear morphism of sheaves $\nabla: M \rightarrow M \otimes_{\mathcal{O}_{X}} \Omega_{X}^{1}$ such that

$$
\nabla(f m)=f \nabla(m)+m \otimes d f
$$

for local sections $f$ of $\mathcal{O}_{X}$ and $m$ of $M$.
Thus for each $v \in \operatorname{Vect}(X)$ we have the operator of covariant derivative $\nabla_{v}: M \rightarrow M$ given on local sections by $\nabla_{v}(m):=\nabla(m)(v)$.

Exercise 28.8. Let $X$ be an affine variety. Show that the operator $m \mapsto\left(\left[\nabla_{v}, \nabla_{w}\right]-\nabla_{[v, w]}\right) m$ is $\mathcal{O}(X)$-linear in $v, w, m$.

Given a connection $\nabla$ on $M$, define the $\mathcal{O}_{X}$-linear map

$$
\nabla^{2}: M \rightarrow M \otimes_{\mathcal{O}_{X}} \Omega_{X}^{2}
$$

given on local sections by

$$
\nabla^{2}(m)(v, w):=\left(\left[\nabla_{v}, \nabla_{w}\right]-\nabla_{[v, w]}\right) m .
$$

This map is called the curvature of $\nabla$. We say that $\nabla$ is flat if its curvature vanishes: $\nabla^{2}=0$.

Proposition 28.9. A left $D_{X}$-module is the same thing as an $\mathcal{O}_{X^{-}}$ module with a flat connection.

Proof. Given an $\mathcal{O}_{X}$-module $M$ with a flat connection $\nabla$, we extend the $\mathcal{O}_{X}$-action to a $D_{X}$-action by $\rho\left(L_{v}\right)=\nabla_{v}$. The first three relations of (20) then hold for any connection, while the last relation holds due to flatness of $\nabla$. Conversely, the same formula can be used to define a flat connection $\nabla$ on any $D_{X}$-module $M$.

Exercise 28.10. Show that if a left $D$-module $M$ on $X$ is $\mathcal{O}$-coherent (i.e. a coherent sheaf on $X$ ) then it is locally free, i.e., is a vector bundle with a flat connection, and vice versa.
28.5. Direct and inverse images. Let $\pi: X \rightarrow Y$ be a morphism of smooth affine varieties. This morphism gives rise to a homomorphism $\pi^{*}: \mathcal{O}(Y) \rightarrow \mathcal{O}(X)$, making $\mathcal{O}(X)$ an $\mathcal{O}(Y)$-module, and a morphism of vector bundles $\pi_{*}: T X \rightarrow \pi^{*} T Y$. This induces a map on global sections $\pi_{*}: \operatorname{Vect}(X) \rightarrow \mathcal{O}(X) \otimes_{\mathcal{O}(Y)} \operatorname{Vect}(Y)$.

Define

$$
D_{X \rightarrow Y}=\mathcal{O}(X) \otimes_{\mathcal{O}(Y)} D(Y)
$$

This is clearly a right $D(Y)$-module. Let us show that it also has a commuting left $D(X)$-action. The left action of $\mathcal{O}(X)$ is obvious, so it remains to construct a flat connection. Given a vector field $v$ on $X$, let

$$
\begin{equation*}
\nabla_{v}(f \otimes L)=v(f) \otimes L+f \pi_{*}(v) L, f \in \mathcal{O}(X), L \in D(Y) \tag{21}
\end{equation*}
$$

where we view $\pi_{*}(v)$ as an element of $D_{X \rightarrow Y}$. This is well defined since for $a \in \mathcal{O}(Y)$ one has $\left[\pi_{*}(v), a\right]=v(a) \otimes 1$.
Exercise 28.11. Show that this defines a flat connection on $D_{X \rightarrow Y}$.
Now we define the inverse image functor $\pi^{*}: \mathcal{M}_{l}(Y) \rightarrow \mathcal{M}_{l}(X)$ by

$$
\pi^{!}(N)=D_{X \rightarrow Y} \otimes_{D(Y)} N
$$

and the direct image functor $\pi_{*}: \mathcal{M}_{r}(X) \rightarrow \mathcal{M}_{r}(Y)$ by

$$
\pi_{*}(M)=M \otimes_{D(X)} D_{X \rightarrow Y} .
$$

Note that at the level of quasicoherent sheaves, $\pi^{*}$ is the usual inverse image.

These functors are right exact are compatible with compositions. Also by definition, $D_{X \rightarrow Y}=\pi^{!}(D(Y))$.

Note that $\pi^{!}(N)=\mathcal{O}(X) \otimes_{\mathcal{O}(Y)} N$ as an $\mathcal{O}(X)$-module (i.e., the usual pullback of $\mathcal{O}$-modules), with the connection defined by the formula similar to 21$)$ :

$$
\nabla_{v}(f \otimes m)=v(f) \otimes m+f \nabla_{\pi_{*}(v)}(m), f \in \mathcal{O}(X), m \in M
$$

This means that the definition of $\pi^{!}$is local both on $X$ and on $Y$. On the contrary, the definition of $\pi_{*}$ is local only on $Y$ but not on $X$. For example, if $Y$ is a point and $\operatorname{dim} X=d$ then $\pi_{*} \Omega_{X}=H^{d}(X, k)$, the algebraic de Rham cohomology of $X$ of degree $d$.

Thus we can use the same definition locally to define $\pi^{!}$for any morphism of smooth varieties, and $\pi_{*}$ for an affine morphism (i.e. such that $\pi^{-1}(U)$ is affine for any affine open set $U \subset Y$ ), for example, a closed embedding. On the other hand, due to the non-local nature of direct image with respect to $X$ the correct functor $\pi_{*}$ for a non-affine morphism is not the derived functor of anything and can be defined only in the derived category.

## 29. The Beilinson-Bernstein Localization Theorem

29.1. The Beilinson-Bernstein localization theorem for the zero central character. Let $\mathfrak{g}$ be a complex semisimple Lie algebra and $U_{0}$ be the maximal quotient of $U(\mathfrak{g})$ corresponding to the central character $\chi_{\rho}=\chi_{-\rho}$ of the trivial representation of $\mathfrak{g}$. Recall that $\operatorname{gr}\left(U_{0}\right)=\mathcal{O}(\mathcal{N})$. Let $G$ be the corresponding simply connected complex group and $\mathcal{F}$ the flag variety of $G$; thus $\mathcal{F} \cong G / B$ for a Borel subgroup $B \subset G$. Let $D(\mathcal{F})$ be the algebra of global differential operators on $\mathcal{F}$; it is clear that $\operatorname{gr} D(\mathcal{F}) \subset \mathcal{O}\left(T^{*} \mathcal{F}\right)$. Also, we have a natural filtration-preserving action map $a: U(\mathfrak{g}) \rightarrow D(\mathcal{F})$, induced by the Lie algebra homomorphism $\mathfrak{g} \rightarrow \operatorname{Vect}(\mathcal{F})$.

Theorem 29.1. (Beilinson-Bernstein) (i) The homomorphism $a: U(\mathfrak{g}) \rightarrow D(\mathcal{F})$ factors through a homomorphism $a_{0}: U_{0} \rightarrow D(\mathcal{F})$.
(ii) One has $\operatorname{gr}\left(a_{0}\right)=p^{*}$ where $p$ is the Springer map $T^{*} \mathcal{F} \rightarrow \mathcal{N}$.
(iii) $\operatorname{gr} D(\mathcal{F})=\mathcal{O}\left(T^{*} \mathcal{F}\right)$ and $a_{0}$ is an isomorphism.

Proof. (i) Let $z \in Z(\mathfrak{g})$ be an element acting by zero in the trivial representation of $\mathfrak{g}$. Our job is to show that for any rational function $f \in \mathbb{C}(\mathcal{F})$ we have $a(z) f=0$. Writing $\mathcal{F}$ as $G / B$, we may view $f$ as a rational function on $G$ such that $f(g b)=f(g), b \in B$. The function $a(z) f$ on $G$ is the result of action on $f$ of the right-invariant differential operator $L_{z}$ corresponding to $z: a(z) f=L_{z} f$. Since $z$ is central, this operator is also left-invariant: $L_{z}=R_{z}$. Since $z$ acts by zero on the trivial representation, using the Harish-Chandra isomorphism, we may write $z$ as $\sum_{i} c_{i} b_{i}$, where $b_{i} \in \mathfrak{b}:=\operatorname{Lie}(B)$ and $c_{i} \in U(\mathfrak{g})$. Thus $R_{z}=\sum_{i} R_{c_{i}} R_{b_{i}}$. But $R_{b_{i}} f=0$ since $f$ is invariant under right translations by $B$. Thus $R_{z} f=0$ and we are done.
(ii) It suffices to check the statement in degrees 0 and 1 , where it is straightforward.
(iii) The statement follows from (i), (ii) and the fact that $p^{*}$ is an isomorphism (Theorem 27.16).

The isomorphism $a_{0}$ gives rise to two functors: the functor of global sections $\Gamma: \mathcal{M}(\mathcal{F}) \rightarrow D(\mathcal{F})-\bmod \cong U_{0}-\bmod$ and the functor of localization Loc : $U_{0}-\bmod \cong D(\mathcal{F})-\bmod \rightarrow \mathcal{M}(\mathcal{F})$ given by $\operatorname{Loc}(M)(U):=D(U) \otimes_{D(\mathcal{F})} M$ for an affine open set $U \subset \mathcal{F}$. Note that by definition the functor Loc is left adjoint to $\Gamma$.

The following theorem is a starting point for the geometric representation theory of semisimple Lie algebras (in particular, for the original proof of the Kazhdan-Lusztig conjecture).

Theorem 29.2. (Beilinson-Bernstein localization theorem) The functors $\Gamma$ and Loc are mutually inverse equivalences. Thus the category
$U_{0}-\bmod$ is canonically equivalent to the category of $D$-modules on the flag variety $\mathcal{F}$.

We will not give a proof of this theorem here.
Theorem 29.2 motivates the following definition.
Definition 29.3. A smooth algebraic variety $X$ is said to be D-affine if the global sections functor $\Gamma: \mathcal{M}(X) \rightarrow D(X)-\bmod$ is an equivalence (hence Loc is its inverse).

It is clear that any affine variety is $D$-affine. Also we have
Corollary 29.4. Partial flag varieties of semisimple groups are $D$ affine.
29.2. Twisted differential operators and $D$-modules. We would now like to generalize the localization theorem to nonzero central characters. To do so, we have to replace usual differential operators and $D$-modules by twisted ones.

Let $T$ be an algebraic torus with character lattice $P:=\operatorname{Hom}\left(T, \mathbb{C}^{\times}\right)$ and $\widetilde{X}$ be a principal $T$-bundle over a smooth algebraic variety $X$ (with $T$ acting on the right). In this case, given $\lambda \in P$, we can define the line bundle $\mathcal{L}_{\lambda}$ on $X$ whose total space is $\widetilde{X} \times_{T} \mathbb{C}_{\lambda}$, where $\mathbb{C}_{\lambda}$ is the 1-dimensional representation of $T$ corresponding to $\lambda$, and we can consider the sheaf $D_{\lambda, X}$ of differential operators acting on local sections of $\mathcal{L}_{\lambda}$ (rather than functions).

Moreover, unlike the bundle $\mathcal{L}_{\lambda}$, the sheaf $D_{\lambda, X}$ makes sense not just for $\lambda \in P$ but more generally for $\lambda \in P \otimes_{\mathbb{Z}} \mathbb{C}$. Namely, assuming for now that $\lambda \in P$, we may think of rational sections of $\mathcal{L}_{\lambda}$ as rational functions $F$ on $\widetilde{X}$ such that $F(y t)=\lambda(t)^{-1} F(y)$ for $y \in \widetilde{X}$. A differential operator $D$ on $\widetilde{X}$ may be applied to such a function, and if $\xi \in \mathfrak{t}:=$ $\operatorname{Lie}(T)$ then the first order differential operator $R_{\xi}-\lambda(\xi)$ acts by zero: $\left(R_{\xi}-\lambda(\xi)\right) F=0$. Thus given an affine open set $U \subset X$ with preimage $\widetilde{U} \subset \widetilde{X}$, the space

$$
D_{\lambda}(U):=\left(D(\widetilde{U}) / D(\widetilde{U})\left(R_{\xi}-\lambda(\xi), \xi \in \mathfrak{t}\right)\right)^{T}
$$

is naturally an associative algebra (check it!) which acts on rational sections of $\mathcal{L}_{\lambda}$. Moreover, it is easy to check that $D_{\lambda}(U)=D_{\lambda, X}(U)$. Now it remains to note that the definition of $D_{\lambda}(U)$ does not use the integrality of $\lambda$, thus makes sense for all $\lambda \in P \otimes_{\mathbb{Z}} \mathbb{C}$.

Thus for any $\lambda \in P \otimes_{\mathbb{Z}} \mathbb{C}$ we obtain a quasicoherent sheaf of algebras $D_{\lambda, X}$ on $X$ which is called the sheaf of $\lambda$-twisted differential operators. If $\lambda=0$, this sheaf coincides with the sheaf $D_{X}$ of usual differential operators, and in general it has very similar properties, for
example $\operatorname{gr}\left(D_{\lambda, X}(U)\right)=\mathcal{O}\left(T^{*} U\right)$ for any affine open set $U \subset X$. A quasicoherent sheaf on $X$ with the structure of a (left or right) $D_{\lambda, X^{-}}$ module is called a (left or right) $\lambda$-twisted $D$-module on $X$. For example, if $\lambda \in P$ then $\mathcal{L}_{\lambda}$ is a left $D_{\lambda, X}$-module. The category of such modules is denoted by $\mathcal{M}^{\lambda}(X)$ (of course, it depends on the principal bundle $\widetilde{X}$ but we do not indicate it in the notation). Note that for $\beta \in P$ we have an equivalence $\mathcal{M}^{\lambda}(X) \cong \mathcal{M}^{\lambda+\beta}(X)$ defined by tensoring with $\mathcal{L}_{\beta}$.

Example 29.5. Let $\mathcal{L}$ be a line bundle on $X$ and $c \in k$. Let $\widetilde{X}$ be the subset of nonzero vectors in the total space of $\mathcal{L}$. We have a natural action of $T:=k^{\times}$on $\widetilde{X}$ by dilations, and $c$ defines a character of $\operatorname{Lie}(T)$. Thus we can define the sheaf $D_{c, L, X}$ of twisted differential operators on $X$, and if $c \in \mathbb{Z}$ then $D_{c, L, X}=D_{X}\left(L^{\otimes c}\right)$ is the sheaf of differential operators on $L^{\otimes c}$. For example, if $\Omega_{X}$ is the canonical bundle of $X$ then $D_{1, \Omega, X}=D_{X}(\Omega)$ is naturally isomorphic to the sheaf of usual differential operators with opposite multiplication, $D_{X}^{\text {op }}$.

Thus tensoring with $\Omega$ defines a canonical equivalence

$$
\mathcal{M}_{l}(X) \cong \mathcal{M}_{r}(X)
$$

(i.e., the sheaf $D_{X}$ is Morita equivalent, although not in general isomorphic, to $D_{X}^{\text {op }}$ ). We may therefore not distinguish between these categories any more, identifying them by this equivalence, and can use left or right $D$-modules depending on what is more convenient.
29.3. The localization theorem for non-zero central characters. We are now ready to generalize the localization theorem to non-zero central characters. Let $U_{\lambda}$ be the minimal quotient of $U(\mathfrak{g})$ corresponding to the central character $\chi_{\lambda-\rho}$. Recall that $\operatorname{gr}\left(U_{\lambda}\right)=\mathcal{O}(\mathcal{N})$.

Let $\widetilde{\mathcal{F}}:=G /[B, B]$. We have a right action of $T:=B /[B, B]$ on this variety by $y \mapsto y t$, defining the structure of a principal $T$-bundle $\widetilde{\mathcal{F}} \rightarrow \mathcal{F}$. Thus for every $\lambda \in P \otimes_{\mathbb{Z}} \mathbb{C}=\mathfrak{h}^{*}$ we have a sheaf of $\lambda$-twisted differential operators $D_{\lambda, \mathcal{F}}=D_{\lambda}$ on $\mathcal{F}$. For example, if $\lambda \in P$ then $D_{\lambda}$ is the sheaf of differential operators acting on sections of the line bundle $\mathcal{L}_{\lambda}$ appearing in the Borel-Weil theorem (Theorem 27.3). Let $D_{\lambda}(\mathcal{F})$ be the algebra of global $\lambda$-twisted differential operators on $\mathcal{F}$; it is clear that $\operatorname{gr} D_{\lambda}(\mathcal{F}) \subset \mathcal{O}\left(T^{*} \mathcal{F}\right)$. Also, we have a natural filtration-preserving action map $a: U(\mathfrak{g}) \rightarrow D_{\lambda}(\mathcal{F})$.

Theorem 29.6. (Beilinson-Bernstein) (i) The map

$$
a: U(\mathfrak{g}) \rightarrow D_{\lambda}(\mathcal{F})
$$

factors through a map $a_{\lambda}: U_{\lambda} \rightarrow D_{\lambda}(\mathcal{F})$.
(ii) One has $\operatorname{gr}\left(a_{\lambda}\right)=p^{*}$ where $p$ is the Springer map $T^{*} \mathcal{F} \rightarrow \mathcal{N}$.
(iii) $\operatorname{gr} D_{\lambda}(\mathcal{F})=\mathcal{O}\left(T^{*} \mathcal{F}\right)$ and $a_{\lambda}$ is an isomorphism.

Proof. The proof is completely parallel to the proof of Theorem 29.1.
As in the untwisted case, the isomorphism $a_{\lambda}$ gives rise to two functors: the functor of global sections

$$
\Gamma: \mathcal{M}^{\lambda}(\mathcal{F}) \rightarrow D_{\lambda}(\mathcal{F})-\bmod \cong U_{\lambda}-\bmod
$$

and the functor of localization

$$
\text { Loc }: U_{\lambda}-\bmod \cong D(\mathcal{F})-\bmod \rightarrow \mathcal{M}_{\lambda}(\mathcal{F})
$$

given by $\operatorname{Loc}(M)(U):=D_{\lambda}(U) \otimes_{D_{\lambda}(\mathcal{F})} M$ for an affine open set $U \subset \mathcal{F}$. Moreover, as before, Loc is left adjoint to $\Gamma$.

Let us say that $\lambda \in \mathfrak{h}^{*}$ is antidominant if $-\lambda$ is dominant (cf. Subsection 16.1.

Theorem 29.7. (Beilinson-Bernstein localization theorem) If $\lambda$ is antidominant then the functors $\Gamma$ and Loc are mutually inverse equivalences. Thus the category $U_{\lambda}-\bmod$ is canonically equivalent to the category of $D_{\lambda}$-modules on the flag variety $\mathcal{F}$.

Remark 29.8. 1. As explained above, for $\beta \in P$ we have an equivalence $\mathcal{M}^{\lambda}(\mathcal{F}) \cong \mathcal{M}^{\lambda+\beta}(\mathcal{F})$ defined by tensoring with $\mathcal{L}_{\beta}$. On the other side of the Beilinson-Bernstein equivalence this corresponds to translation functors defined in Subsection 24.1.
2. The first statement of Theorem 29.7 fails if $\lambda$ is not assumed antidominant. Indeed, if $\lambda$ is integral but not antidominant then by the Borel-Weil theorem (Theorem 27.3) $\Gamma\left(\mathcal{F}, \mathcal{L}_{\lambda}\right)=0$, so the functor $\Gamma$ is not faithful. The second statement of Theorem 29.7 also fails if $\lambda \in P$ and $\lambda-\rho$ is not regular.

For example, for $\mathfrak{g}=\mathfrak{s l}_{2}$ and $\lambda \in \mathbb{Z}$, the localization theorem holds for $\lambda \leq 0$. For $\lambda \geq 2$ the first statement fails but we still have an equivalence $\mathcal{M}^{\lambda}(\mathcal{F}) \cong U_{\lambda}-\bmod \left(\right.$ as $\left.U_{\lambda} \cong U_{-\lambda+2}\right)$, albeit not given by $\Gamma$. But for $\lambda=1$ there is no such equivalence at all; in fact, one can show that the category $U_{\lambda}-\bmod$, unlike $\mathcal{M}^{\lambda}(\mathcal{F})$, has infinite cohomological dimension.

## 30. D-modules - II

We would now like to explain how the Beilinson-Bernstein localization theorem can be used to classify various kinds of irreducible representations of $\mathfrak{g}$. For this we will need to build up a bit more background on $D$-modules.
30.1. Support of a quasicoherent sheaf. Let $M$ be a quasicoherent sheaf on a variety $X$, and $Z \subset X$ a closed subvariety. We will say that $M$ is supported on $Z$ if for any affine open set $U \subset X$, regular function $f \in \mathcal{O}(U)$ vanishing on $Z$, and $v \in M(U)$, there exists $N \in \mathbb{Z}_{\geq 0}$ such that $f^{N} v=0$. The support $\operatorname{Supp}(M)$ is then defined as the intersection of all closed subvarietes $Z \subset X$ such that $M$ is supported on $Z$. So $M$ is supported on $Z$ iff the support of $M$ is contained in $Z$.

In particular, we can talk about support of a (left or right, possibly twisted) $D$-module on a smooth variety $X$. The category of $D$-modules on $X$ supported on $Z$ will be denoted by $\mathcal{M}_{Z}(X)$.

Example 30.1. It is easy to see that $\mathbb{C}\left[x, x^{-1}\right]$ is a left $D$-module on $\mathbb{A}^{1}$, and $\mathbb{C}[x]$ is its submodule. These modules have full support $\mathbb{A}^{1}$. On the other hand, consider the quotient $\delta_{0}:=\mathbb{C}\left[x, x^{-1}\right] / \mathbb{C}[x] .^{22}$ It is clear that $\delta_{0}$ has a basis $v_{i}=x^{-i}, i \geq 1$, with $x v_{i}=v_{i-1}, x v_{1}=0$, $\partial v_{i}=-i v_{i+1}$. Thus the support of $\delta_{0}$ is $\{0\}$.
30.2. Restriction to an open subset. Recall that if $\mathcal{A}$ is an abelian category and $\mathcal{B} \subset \mathcal{A}$ a Serre subcategory (i.e., a full subcategory closed under taking subquotients and extensions) then one can form the quotient category $\mathcal{A} / \mathcal{B}$ with the same objects as $\mathcal{A}$, but with $\operatorname{Hom}_{\mathcal{A} / \mathcal{B}}(X, Y)$ being the direct limit of $\operatorname{Hom}_{\mathcal{A}}\left(X^{\prime}, Y / Y^{\prime}\right)$ over $X^{\prime} \subset X$ and $Y^{\prime} \subset Y$ such that $X^{\prime}, Y^{\prime} \in \mathcal{B}$. One can show that $\mathcal{A} / \mathcal{B}$ is an abelian category. The natural functor $F: \mathcal{A} \rightarrow \mathcal{A} / \mathcal{B}$ is then called the Serre quotient functor. This functor is essentially surjective, its kernel is $\mathcal{B}$, and it maps simple objects to simple objects or zero. Thus $F$ defines a bijection between simple objects of $\mathcal{A}$ not contained in $\mathcal{B}$ and simple objects of $\mathcal{A} / \mathcal{B}$.

For example, if $X$ is a variety, $Z \subset X$ a closed subvariety, $\mathrm{Qcoh}(X)$ the category of quasicoherent sheaves on $X$ and $\operatorname{Qcoh}_{Z}(X)$ the full subcategory of sheaves supported on $Z$ then $\mathrm{Qcoh}(X) / \mathrm{Qcoh}_{Z}(X) \cong$ Qcoh $(X \backslash Z)$. The corresponding Serre quotient functor is the restriction $\left.M \mapsto M\right|_{X \backslash Z}$.

[^16]Now assume that $X$ is smooth. Let $j: X \backslash Z \hookrightarrow X$ be the open embedding. Then we have a restriction functor on $D$-modules

$$
j^{!}: \mathcal{M}(X) \rightarrow \mathcal{M}(X \backslash Z)
$$

which is the usual restriction functor at the level of sheaves; it is also called the inverse image or pull-back functor, since it is a special case of the inverse image functor defined above. Thus $j^{!}(M)=0$ if and only if $M$ is supported on $Z$ and the functor $j$ ! is a Serre quotient functor which induces an equivalence $\mathcal{M}(X) / \mathcal{M}_{Z}(X) \cong \mathcal{M}(X \backslash Z)$.

The functor $j^{!}$has a right adjoint direct image (or push-forward) functor

$$
j_{*}: \mathcal{M}(X \backslash Z) \rightarrow \mathcal{M}(X)
$$

which is just the sheaf-theoretic direct image (=push-forward). Namely, for an affine open $U \subset X, j_{*} M(U):=M(U \backslash Z)$ regarded as a module over $D(U) \subset D(U \backslash Z)$. While the functor $j^{!}$is exact, the functor $j_{*}$ is only left exact, in general (as so is the push-forward functor for sheaves). In particular, $j_{*}$ is not the (right exact) direct image defined above since the morphism $j$ is not affine, in general; rather it is the zeroth cohomology of the full direct image functor defined on the derived category of $D$-modules, which we will not discuss here. They do agree, however, when $j$ is affine (e.g., when $Z$ is a hypersurface).

In particular, $j$ ! defines a bijection between isomorphism classes of simple $D_{X}$-modules which are not supported on $Z$ and simple $D_{X \backslash Z^{-}}$ modules, given by $M \mapsto j!M$.

The inverse map is defined as follows. Given $L \in \mathcal{M}(X \backslash Z)$, consider the $D$-module $j_{*} L$. Since $j_{*}$ is right adjoint to $j^{!}$, the module $j_{*} L$ does not contain nonzero submodules supported on $Z$. Now define $j_{!* *} L$ to be the intersection of all submodules $N$ of $j_{*} L$ such that $j_{*} L / N$ is supported on $Z$. This gives rise to a functor $j_{!*}: \mathcal{M}(X \backslash Z) \rightarrow \mathcal{M}(X)$ (not left or right exact in general). Then if $L$ is irreducible, so is $j_{!*} L$, and $j^{!} j_{!*} L \cong L$, while for $M \in \mathcal{M}(X)$ irreducible and not supported on $Z$ we have $j_{!*} j^{!} M \cong M$. The functor $j_{!*}$ is called the GoreskyMacPherson extension or minimal (or intermediate) extension functor.

Proposition 30.2. The support of an irreducible $D$-module is irreducible.

Proof. Let $M$ be a $D_{X}$-module with support $Z$. Assume that $Z$ is reducible: $Z=Z_{1} \cup Z_{2}$ where $Z_{1}$ is an irreducible component of $Z$ and $Z_{2}$ the union of all the other components. Let $Y=Z_{1} \cap Z_{2}$, a proper subset in $Z_{1}$ and $Z_{2}$. Let $Z^{\circ}=Z \backslash Y, Z_{i}^{\circ}=Z_{i} \backslash Y$ and $X^{\circ}=X \backslash Y$. Then $Z^{\circ}=Z_{1}^{\circ} \cup Z_{2}^{\circ}$ is disconnected: $Z_{1}^{\circ}, Z_{2}^{\circ}$ are closed
nonempty subsets of $Z^{\circ}$ and $Z_{1}^{\circ} \cap Z_{2}^{\circ}=\emptyset$. Let $M_{1}, M_{2}$ be the sums of all subsheaves of $\left.M\right|_{X^{\circ}}$ which are killed by localization away from $Z_{1}^{\circ}$, respectively $Z_{2}^{\circ}$. It is easy to show that $M_{i}$ are nonzero submodules of $\left.M\right|_{X^{\circ}}$ and $\left.M\right|_{X^{\circ}} \cong M_{1} \oplus M_{2}$. Thus $\left.M\right|_{X^{\circ}}$ is reducible and hence so if $M$.
30.3. Kashiwara's theorem. Let $X$ be a smooth variety and $Z \subset X$ a smooth closed subvariety with closed embedding $i: Z \hookrightarrow X$. For $M \in$ $\mathcal{M}(X)$ define $M_{Z}$ to be the sheaf $X$ whose sections on an affine open set $U \subset X$ are the vectors in $M(U)$ annihilated by regular functions on $U$ vanishing on $Z$. Thus the $\mathcal{O}(U)$-action on $M_{Z}(U)$ factors through $\mathcal{O}(Z \cap U)$. Also it is easy to see that $M_{Z}(U)$ depends only on $Z \cap U$, i.e., it gives rise to a quasicoherent sheaf $i^{\dagger} M$ on $Z$ with sections

$$
i^{\dagger} M(V):=M_{Z}(U)
$$

for affine open $U \subset X$ such that $V=Z \cap U$. Moreover, if $v$ is a vector field on $U$ tangent to $V$ then $v$ preserves the ideal of $V$, hence acts naturally on $i^{\dagger} M(V)$. Furthermore, the action of $v$ on this space depends only on the vector field on $V$ induced by $v$. Thus $i^{\dagger} M(V)$ carries an action of the Lie algebra $\operatorname{Vect}(V)$. Together with the action of $\mathcal{O}(V)$, this defines an action of $D(V)$ on $i^{\dagger} M(V)$. We conclude that $i^{\dagger} M$ is naturally a $D_{Z}$-module. Thus we have defined a left exact functor

$$
i^{\dagger}: \mathcal{M}(X) \rightarrow \mathcal{M}(Z)
$$

It is called the shifted inverse image functor. This terminology is motivated by the following exercise.

Exercise 30.3. Show that $i^{\dagger}=L^{d} i^{!}$and $i^{!}=R^{d} i^{\dagger}$, where $L^{d}, R^{d}$ are the $d$-th left, respectively right derived functors and $d=\operatorname{dim} X-\operatorname{dim} Z$.

Theorem 30.4. (Kashiwara) The functor $i^{\dagger}$ is an equivalence of categories $\mathcal{M}_{Z}(X) \rightarrow \mathcal{M}(Z)$.

The proof is not difficult, but we will skip it.
The inverse of the functor $i^{\dagger}$ is called the direct image functor and denoted $i_{*}: \mathcal{M}(Z) \rightarrow \mathcal{M}_{Z}(X)$, as it is a special case of the direct image functor defined above for affine morphisms. If we view $i_{*}$ as a functor $\mathcal{M}(Z) \rightarrow \mathcal{M}(X)$ then it has both left and right adjoint, where are $i^{!}$and $i^{\dagger}$, respectively.

Let us give a prototypical example.
Example 30.5. Let $X=\mathbb{A}^{1}, Z=\{0\}$. Then $\mathcal{M}(Z)=$ Vect and $i_{*}(V)=V \otimes \delta_{0}$. So in this case Kashiwara's theorem reduces to the claim that $\operatorname{Ext}^{1}\left(\delta_{0}, \delta_{0}\right)=0$.

Remark 30.6. We note that the above formalism and results extend in a straightforward manner to the case of twisted $D$-modules.
30.4. Equivariant $D$-modules. Let $X$ be an algebraic variety with an action of an affine algebraic group $G$. Let us review the notion of a $G$-equivariant quasicoherent sheaf on $X$. Roughly speaking, this is a quasicoherent sheaf $\mathcal{E}$ on $X$ equipped with a system of isomorphisms $\phi_{g}: g(\mathcal{E}) \cong \mathcal{E}, g \in G$ such that $\phi_{g h}=\phi_{g} \circ g\left(\phi_{h}\right)$ and $\phi_{g}$ depends on $g$ algebraically. To give a formal definition, note that the group structure gives us a multiplication map $m: G \times G \rightarrow G$, and the action of $G$ gives us a map $\rho: G \times X \rightarrow X$. We have a commutative diagram


Definition 30.7. A $G$-equivariant quasicoherent sheaf on $X$ is a quasicoherent sheaf $\mathcal{E}$ on $X$ equipped with an isomorphism

$$
\phi: \rho^{*} \mathcal{E} \cong \mathcal{O}_{G} \boxtimes \mathcal{E}
$$

making the following diagram commutative:


Thus $\phi$ comprises all the isomorphisms $\phi_{g}$, which therefore satisfy the equality $\phi_{g h}=\phi_{g} \circ g\left(\phi_{h}\right)$ and depend on $g$ algebraically.

We now wish to define the notion of a $G$-equivariant $D_{X}$-module. To this end, recall that for any $D_{X}$-module $\mathcal{E}$, the quasicoherent sheaf $\rho^{*} \mathcal{E}$ carries a natural structure of a $D_{G \times X}$-module (the $D$-module inverse image). We now make the following definition.

Definition 30.8. A weakly $G$-equivariant $D$-module on $X$ is a $D_{X^{-}}$ module $\mathcal{E}$ with a $G$-equivariant quasicoherent sheaf structure, where $\phi$ is $D_{X}$-linear.

Note that if $\mathcal{E}$ is a weakly equivariant $D_{X}$-module then we have two (in general, different) actions of $\mathfrak{g}=\operatorname{Lie}(G)$ on $\mathcal{E}$. First of all, the $G$-action on $X$ gives us maps $\mathfrak{g} \rightarrow \operatorname{Vect}(X) \rightarrow D(X)$, and so the $D$ module structure on $\mathcal{E}$ gives us a $\mathfrak{g}$-action $x \mapsto b_{0}(x)$ on $\mathcal{E}$. Note that
this action does not depend on the choice of the weakly equivariant structure $\phi$.

On the other hand, we have a $\mathfrak{g}$-action on $\mathcal{O}_{G} \boxtimes \mathcal{E}$ coming from the $G$-action on $G \times X$ given by $g \cdot(h, x)=(g h, x)$. Translating this along $\phi$, we get a $\mathfrak{g}$-action on $\rho^{*} \mathcal{E}$. Restricting to $1 \times X$, this gives us another $\mathfrak{g}$-action $x \mapsto b_{\phi}(x)$ on $\mathcal{E}$.

Definition 30.9. A (strongly) $G$-equivariant $D_{X}$-module is a weakly $G$-equivariant $D_{X}$-module where these two $\mathfrak{g}$-actions agree: $b_{\phi}=b_{0}$ (or, equivalently, where $\phi$ is $D_{G \times X}$-linear.)

In general, since $\left[b_{0}(x), L\right]=\left[b_{\phi}(x), L\right]$ for $L \in D_{X}$, the operator $\rho_{\phi}(x):=b_{\phi}(x)-b_{0}(x)$ is a $D$-module endomorphism of $\mathcal{E}$. Moreover, it is easy to see that $\rho_{\phi}$ is a Lie algebra homomorphism $\mathfrak{g} \rightarrow \operatorname{End}(\mathcal{E})$. In particular, if $\mathcal{E}$ is irreducible then by Dixmier's lemma, $\operatorname{End}(\mathcal{E})=\mathbb{C}$, so $\rho_{\phi}$ is just a character of $\mathfrak{g}$. Thus if $\mathfrak{g}=[\mathfrak{g}, \mathfrak{g}]$ is perfect (for example, semisimple) then every weakly $G$-equivariant irreducible $D_{X}$-module is actually (strongly) $G$-equivariant.

Remark 30.10. A given $D_{X}$-module may have many weakly $G$-equivariant structures, but if $G$ is connected, then it can only have one $G$-equivariant structure. This is because the $\mathfrak{g}$-action on $\mathcal{E}$ is determined by the map $\mathfrak{g} \rightarrow D(X)$ and this action can be integrated to a $G$-equivariant structure in an unique way (recall that we always work over a field of characteristic 0.)

Furthermore, any $D_{X}$-linear map of $G$-equivariant $D_{X}$-modules is automatically compatible with the $G$-action. This is because such a map is necessarily $\mathfrak{g}$-linear, which implies that it is in fact $G$-linear. These two facts combined show that the category of $G$-equivariant $D_{X^{-}}$ modules is a full subcategory of the category of $D_{X}$-modules. Stated another way, $G$-equivariance of a $D_{X}$-module is a property, not a structure.

Example 30.11. Consider the case where $X$ is a point. Then $D_{X} \cong \mathbb{C}$ and so a $D_{X}$-module is a just a vector space. A weakly $G$-equivariant $D_{X}$-module is then simply a locally algebraic representation of $G$. This representation gives a $G$-equivariant structure if and only if $\mathfrak{g}$ acts by 0 , i.e., the connected component of the identity $G_{0} \subset G$ acts trivially. Thus a $G$-equivariant $D_{X}$-module is just a representation of the component group $G / G_{0}$. Conversely, any locally algebraic representation $V$ of $G$ gives rise to a weakly $G$-equivariant $D$-module on $X$ which is equivariant iff $G_{0}$ acts trivially on $V$, so that $V$ is a representation of $G / G_{0}$.

Example 30.12. Let $X=G / H$, where $G$ is an algebraic group and $H$ a closed subgroup of $G$. Then we claim that a $G$-equivariant $D_{X^{-}}$ module is the same thing as an $H$-equivariant $D$-module on a point, i.e., a representation of the component group $H / H_{0}$. Indeed, given an $H / H_{0}$-module $V$, we can define a $G$-equivariant vector bundle

$$
(G \times V) / H \rightarrow X=G / H,
$$

where $H$ acts on $G \times V$ via $(g, v) h=\left(g h, h^{-1} v\right)$. Note that this can be written as $\frac{\left(G / H_{0}\right) \times V}{H / H_{0}}$ (as $H_{0}$ acts on $V$ trivially). This shows that this vector bundle has a natural flat connection, i.e. is a $D_{X}$-module $L(X, V)$, which is clearly $G$-equivariant. The assignment $V \mapsto L(X, V)$ is the desired equivalence. In the case $H=G$, this reduces to Example 30.11

Exercise 30.13. (i) Define the algebraic group $L:=G \times{ }_{G / G_{0}} H / H_{0}$ of pairs $(g, h), g \in G, h \in H / H_{0}$ which map to the same element of $G / G_{0}$; thus we have a short exact sequence

$$
1 \rightarrow G_{0} \rightarrow L \rightarrow H / H_{0} \rightarrow 1
$$

Show that the category of weakly $G$-equivariant $D$-modules on $G / H$ is naturally equivalent to the category of representations of $L$, such that the subcategory of strongly $G$-equivariant $D$-modules is identified with the subcategory of representations of $L$ pulled back from the second factor $H / H_{0}$ (i.e., those with trivial action of $G_{0}$ ), and the subcategory of modules of the form $\mathcal{O}(G / H) \otimes V$ where $V$ is a $G$-module is identified with the category of representations of $L$ pulled back from the first factor $G$.
(ii) Let $\Delta: H \rightarrow L$ be the map defined by $\Delta(h)=(h, h)$. Show that the forgetful functor from weakly $G$-equivariant $D$-modules on $G / H$ to $G$-equivariant quasicoherent sheaves on $G / H$ corresponds to the pullback functor $\Delta^{*}$.

Exercise 30.14. Let $X$ be a smooth variety with an action of an affine algebraic group $G$ and $H \subset G$ be a closed subgroup. Show that the category of $H$-equivariant $D$-modules on $X$ is naturally equivalent to the category of $G$-equivariant $D$-modules on $X \times G / H$ with diagonal action of $G$ (note that when $X$ is a point, this reduces to Example 30.12).

Exercise 30.15. Let $X$ be a principal $G$-bundle over a smooth variety $Y$. Show that the category of $G$-equivariant $D_{X}$-modules is naturally equivalent to the category of $D_{Y}$-modules. Namely, given a $G$ equivariant $D_{X}$-module $M$, for an affine open set $U \subset Y$ let $\widetilde{U}$ be the
preimage of $U$ in $X$ and let $\bar{M}(U):=M(\widetilde{U})^{G}$. Then $\bar{M}$ is a $D_{Y}$-module, and the assignment $M \mapsto \bar{M}$ is a desired equivalence.

The notion of a weakly equivariant $D$-module often arises in the following setting. Let $T$ be an algebraic torus and let $\widetilde{X}$ be a principal $T$-bundle over $X$.

Definition 30.16. A monodromic $D_{X}$-module (with respect to the bundle $\widetilde{X} \rightarrow X$ ) is a weakly $T$-equivariant $D_{\tilde{X}}$-module.
Example 30.17. A monodromic $D_{X}$-module with $\rho_{\phi}=\lambda \in \operatorname{Lie}(T)^{*}$ is the same thing as a $\lambda$-twisted $D$-module on $X$, i.e., a $D_{\lambda, X}$-module.

Proposition 30.18. Assume that $X$ is a $D$-affine variety and that $K$ is an affine algebraic group acting on $X$. Let $D(X)$ be the ring of global sections of $D_{X}$. Then the category of $K$-equivariant $D_{X}$-modules is equivalent to the category of $D(X)$-modules $M$ endowed with a locally finite $K$-action whose differential coincides with the action of $\operatorname{Lie}(K)$ on $M$ coming from the map $\operatorname{Lie}(K) \rightarrow D(X)$.
Exercise 30.19. Prove Proposition 30.18 .
In particular, by the Beilinson-Bernstein localization theorem, Proposition 30.18 applies to $X=\mathcal{F} \cong G / B$ and $K$ a closed subgroup of $G$, and moreover it extends to the case of $\lambda$-twisted differential operators on $\mathcal{F}$ for antidominant $\lambda \in \mathfrak{h}^{*}$. Thus we get

Corollary 30.20. If $\lambda \in \mathfrak{h}^{*}$ is antidominant then the functors $\Gamma$, Loc restrict to mutually inverse equivalences between the category of $(\mathfrak{g}, K)$ modules with central character $\chi_{\lambda-\rho}$ and the category of $K$-equivariant $D_{\lambda}$-modules on $\mathcal{F}$.

## 31. Applications of D-modules to representation theory

### 31.1. Classification of irreducible equivariant $D$-modules for actions with finitely many orbits.

Theorem 31.1. Let $X$ be a smooth variety and $K$ a connected algebraic group acting on $X$ with finitely many orbits. Then there are finitely many irreducible $K$-equivariant $D$-modules on $X$. Namely, they are parametrized by pairs $(O, V)$ where $O$ is an orbit of $K$ on $X$ and $V$ is an irreducible representation of the component group $H / H_{0}$ of the stabilizer $H:=K_{x}$ for $x \in O,(O, V) \mapsto M(O, V)$.

Proof. Let $M$ be an irreducible $K$-equivariant $D$-module on $X$. Then by Proposition 30.2, the support $Z$ of $M$ is irreducible. Thus $Z=\bar{O}$ for a single orbit $O$ of $K$. Let $Z_{0}=\bar{O} \backslash O$, and $U=X \backslash Z_{0}$. Then $U$ is a $K$-stable open subset of $X$ and $O$ is closed in $U$. Also $\left.M\right|_{U}$ is a simple $D_{U}$-module supported on $O$. Let $i: O \hookrightarrow X$ be the closed embedding. By Kashiwara's theorem (Theorem 30.4) $i^{\dagger} M$ is a simple $K$-equivariant $D$-module on $O$. Thus by Example $30.12 i^{\dagger} M=L(O, V)$ for some irreducible representation $V$ of the component group of the stabilizer $K_{x}, x \in O$. Also it is clear that $L(O, V)$ gives rise to a simple $K$ equivariant $D$-module on $X$, namely, $M(O, V):=j_{!*} i_{*} M(O, V)$, where $j: U \hookrightarrow X$ is the open embedding. This proves the theorem.

Remark 31.2. Theorem 31.1 can be extended in a straightforward way to weakly equivariant $D$-modules. In this case, recall that the weakly equivariant structure on an irreducible $D$-module $M$ defines a character $\rho: \mathfrak{k} \rightarrow \mathbb{C}$, where $\mathfrak{k}=\operatorname{Lie} K$. Theorem 31.1 then holds with the only change: rather than being a representation of $H / H_{0}, V$ now needs to be a representation of $H$ in which $\operatorname{Lie}(H)$ acts by the character $\rho$. The proof is analogous to the case $\rho=0$.

In particular, this applies to the case of twisted $D$-modules. In this case we have a principal $T$-bundle $p: \widetilde{X} \rightarrow X$ and a character $\lambda \in \mathfrak{t}^{*}$, $\mathfrak{t}=\operatorname{Lie}(T)$. Suppose $K$ acts on $X$ preserving this bundle; i.e., it acts on $\widetilde{X}$ and commutes with $T$. So we have a $K \times T$-action on $\widetilde{X}$ and a $K$-equivariant $\lambda$-twisted $D$-module on $X$ is just a weakly $K \times T$ equivariant $D$-module on $\widetilde{X}$ with $\rho(\mathrm{k}, t):=\lambda(t)$. Now, for every $K$ orbit $O$ on $X$, we have the stabilizer $K_{x}, x \in O$, and a homomorphism $\xi_{x}: K_{x} \rightarrow T$ defined by the condition that $\left(g, \xi_{x}(g)\right)$ acts trivially on $p^{-1}(x)$ for $g \in K_{x}$. This defines a character $\lambda_{x}=\lambda \circ d \xi_{x}$ of $\operatorname{Lie}\left(K_{x}\right)$, and the simple $K$-equivariant $D_{\lambda}$-modules on $X$ are $M(O, V)$ where $V$ is an irreducible representation of $K_{x}$ with $\operatorname{Lie}\left(K_{x}\right)$ acting by the character $\lambda_{x}$.
31.2. Classification of irreducible Harish-Chandra modules. Let $G_{\mathbb{R}}$ be a connected real semisimple algebraic group, $K_{\mathbb{R}} \subset G_{\mathbb{R}}$ a maximal compact subgroup, $G, K \subset G$ their complexifications. By Corollary 30.20, if $\lambda$ is antidominant then the Beilinson-Bernstein equivalence restricts to an equivalence between the category of $(\mathfrak{g}, K)$-modules with central character $\chi_{\lambda-\rho}$ and the category of $K$-equivariant $D_{\lambda^{-}}$ modules on $\mathcal{F}=G / B$.

Proposition 31.3. The group $K$ acts on $\mathcal{F}$ with finitely many orbits.
We will not give a proof of this proposition.
Proposition 31.3 along with Theorem 31.1 allows us to classify irreducible ( $\mathfrak{g}, K$ )-modules (i.e., Harish-Chandra modules) for a regular central character (the general case can be handled similarly).

Namely, let $H \subset B \subset G$ be a maximal torus and Borel subgroup of $G$; so $H \cong B /[B, B]$. Note that $K \times H$ acts on $\widetilde{\mathcal{F}}=G /[B, B]$. So for a $K$-orbit $O$ on $\mathcal{F}=G / B$ and $x \in O$, we have a homomorphism $\xi_{x}: K_{x} \rightarrow H$ such that $\left(g, \xi_{x}(g)\right)$ acts trivially on the fiber over $x$ in $\widetilde{\mathcal{F}}$ for $g \in K_{x}$.

Let $\chi$ be a regular central character for $\mathfrak{g}$ and $\lambda$ be an antidominant weight with $\chi=\chi_{\lambda-\rho}$ (note that it always exists).
Theorem 31.4. Irreducible ( $\mathfrak{g}, K$ )-modules with (pure) central character $\chi$ are $\pi(O, V)$ where $O$ is a $K$-orbit on $\mathcal{F}$ and $V$ an irreducible representation of $K_{x}, x \in O$ such that $\operatorname{Lie}\left(K_{x}\right)$ acts via the character $\lambda_{x}$. Namely, $\pi(O, V)$ corresponds to $M(O, V)$ under the BeilinsonBernstein equivalence.
Example 31.5. Let $G_{\mathbb{R}}=S L_{2}(\mathbb{R})$. Let $\lambda \in \mathbb{C}, \lambda \notin \mathbb{Z}_{>0}$ and set $\chi=\chi_{\lambda-1}\left(\right.$ so $\left.\chi \neq \chi_{0}\right)$. In this case $\mathcal{F}=\mathbb{C P}^{1}$ is the Riemann sphere, and $K=\mathbb{C}^{\times}$acts by koz:= $\mathrm{k}^{2} z$. Thus we have three orbits: $0, \infty$, and $\mathbb{C}^{\times}$. For the orbit $\mathbb{C}^{\times}$we have $K_{x}=\mathbb{Z} / 2$, so we have two irreducible representations $V=\mathbb{C}_{ \pm}$, which generically correspond to principal series representations $\pi\left(\mathbb{C}^{\times}, V_{ \pm}\right)=P_{ \pm}(1-\lambda)$ (see Section 9). The other two orbits have a connected stabilizer, and $\lambda_{x}= \pm \lambda$. Thus for such orbits representations exist only for $\lambda \in \mathbb{Z}_{\leq 0}$. It is easy to see that these are exactly the discrete series representations $M_{\lambda-2}^{+}, M_{-\lambda+2}^{-}$. Also for such points one of the principal series representations is reducible $\left(P_{+}(1-\lambda)\right.$ for even $\lambda$ and $P_{-}(1-\lambda)$ for odd $\left.\lambda\right)$ and $\pi\left(\mathbb{C}^{\times}, V_{+}\right)$, respectively $\pi\left(\mathbb{C}^{\times}, V_{-}\right)$is actually the finite dimensional representation $L_{-\lambda}$. Thus we have four irreducible representations in this case.

Note that this agrees with our classification of irreducible representations of $S L_{2}(\mathbb{R})$ for regular central characters discussed in Section 9.

Example 31.6. Let $G$ be a simply connected complex semisimple group regarded as a real group. Then its maximal compact subgroup is $G_{c}$, so its complexification is $G$, and $G_{\mathbb{C}}=G \times G$, so that the inclusion $\left(G_{c}\right)_{\mathbb{C}}=G \hookrightarrow G_{\mathbb{C}}=G \times G$ is the diagonal embedding. The flag variety is $\mathcal{F} \times \mathcal{F}=G / B \times G / B$. Thus Harish-Chandra bimodules with central character $\left(\chi_{\mu-\rho}, \chi_{\lambda-\rho}\right)$ for antidominant $\lambda, \mu$ are $\pi(O, V)$ where $O$ runs over orbits of $G$ on $G / B \times G / B$ and $V$ over appropriate representations of isotropy groups. Note that orbits of $G$ on $G / B \times G / B$ are in a natural bijection with orbits of $B$ on $G / B$, which are the Schubert cells $C_{w}$ labeled by $w \in W$. One can check that the condition for existence of $V$ on the orbit $C_{w}$ is that $\lambda-w \mu$ is integral, and then $V$ is unique (as the isotropy groups are connected in this case). Thus we find that the irreducible Harish-Chandra bimodules with such central character are labeled by elements $w$ such that $\lambda-w \mu \in P$, which agrees with the classification we obtained in Subsection 25.2 .

Exercise 31.7. Classify irreducible Harish-Chandra modules for $S L_{3}(\mathbb{R})$ with a regular central character.

Hint. Classify orbits of $S O_{3}(\mathbb{C})$ on $S L_{3}(\mathbb{C}) / B$. This is equivalent to classification of flags in a 3-dimensional complex inner product space $E$ under the action of $S O(E)$. Then classify possible representations $V$ of the isotropy group for each orbit.
Remark 31.8. The $K$-orbits on $G / B$ can be classified in explicit combinatorial terms. Together with Theorem 31.4, this leads to the Langlands classification of irreducible Harish-Chandra modules. This classification requires a serious separate discussion which is beyond the scope of these notes.
31.3. Applications to category $\mathcal{O}$. Let us now see how this approach allows us to study category $\mathcal{O}$ for a semisimple Lie algebra $\mathfrak{g}$.

Consider the category $\mathcal{C}$ of weakly $B \times B$-equivariant finitely generated $D$-modules on $G$ which are equivariant under $[B, B] \times[B, B]$ (it is easy to see that such modules have finite length). Thus for $M \in \mathcal{C}$, we have a homomorphism $\rho: \mathfrak{h} \oplus \mathfrak{h} \rightarrow \operatorname{End}(M)$, so $M=\oplus_{\mu, \lambda} M(\mu, \lambda)$ where $M(\mu, \lambda)$ is the generalized eigenspace for $\mathfrak{h} \oplus \mathfrak{h}$ with eigenvalue $(\mu, \lambda) \in \mathfrak{h}^{*} \times \mathfrak{h}^{*}$. Thus we have a decomposition $\mathcal{C}=\oplus_{\mu, \lambda} \mathcal{C}_{\mu, \lambda}$.

Let $\mathcal{C}_{[\mu], \lambda}, \mathcal{C}_{\mu,[\lambda]}, \mathcal{C}_{[\mu \mu,[\lambda]}$ be the full subcategories of $\mathcal{C}_{\mu, \lambda}$ consisting of objects on which the eigenvalues in square brackets are pure (without Jordan blocks). Thus we have

$$
\mathcal{C}_{\mu, \lambda} \supset \mathcal{C}_{[\mu], \lambda}, \mathcal{C}_{\mu,[\lambda]} \supset \mathcal{C}_{[\mu],[\lambda]}
$$

and all simple objects of $\mathcal{C}_{\mu, \lambda}$ are contained in $\mathcal{C}_{[\mu],[\lambda]}$. These objects are labeled by Bruhat cells $B w B \subset G, w \in W$ and representations $V$
of the isotropy group satisfying an appropriate condition. As before, the condition for $V$ to exist is that $\lambda-w \mu \in P$, thus $\mathcal{C}_{\mu, \lambda}=0$ unless $\lambda-w \mu \in P$ for some $w \in W$.

We also see that $\mathcal{C}_{\lambda, \mu} \cong \mathcal{C}_{\lambda+\beta, \mu+\gamma}$ for $\beta, \gamma \in P$, and the same applies to its subcategories.

Let us now try to describe these categories representation-theoretically. To this end, note that we may interpret $\mathcal{C}_{[\mu],[\lambda]}$ as the category of weakly $B$-equivariant $D_{\lambda}$-modules on $G / B$ with (pure) equivariance character $\mu$. So if $\lambda$ is antidominant, we get that $\mathcal{C}_{[\mu],[\lambda]}$ is equivalent to the full subcategory $\mathcal{O}_{[\mu],[\lambda]}$ of the category $\mathcal{O}_{\chi_{\lambda-\rho}}$ of objects with pure central character $\chi_{\lambda-\rho}$ and weights in $\mu+P$. Similarly, $\mathcal{C}_{\mu, \lambda}, \mathcal{C}_{[\mu], \lambda}, \mathcal{C}_{\mu,[\lambda]}$ are equivalent to $\mathcal{O}_{\mu, \lambda}, \mathcal{O}_{[\mu], \lambda}, \mathcal{O}_{\mu,[\lambda]}$, where the corresponding (central) character is pure if square brackets are present and generalized if not.

Now note that flipping left and right, we get equivalences $\mathcal{C}_{\lambda, \mu} \cong \mathcal{C}_{\mu, \lambda}$, $\mathcal{C}_{[\lambda], \mu} \cong \mathcal{C}_{\mu,[\lambda]} \mathcal{C}_{\lambda,[\mu]} \cong \mathcal{C}_{[\mu], \lambda} \mathcal{C}_{[\lambda],[\mu]} \cong \mathcal{C}_{[\mu],[\lambda]}$. If $\lambda, \mu$ are both antidominant, this yields equivalences of representation categories $\mathcal{O}_{\lambda, \mu} \cong \mathcal{O}_{\mu, \lambda}$, $\mathcal{O}_{[\lambda], \mu} \cong \mathcal{O}_{\mu,[\lambda]} \mathcal{O}_{\lambda,[\mu]} \cong \mathcal{O}_{[\mu], \lambda} \mathcal{O}_{[\lambda],[\mu]} \cong \mathcal{O}_{[\mu],[\lambda]}$. While the first equivalence is easy to see representation theoretically using translation functors, the others are not. They are clear from geometry but somewhat mysterious from the viewpoint of representation theory (although they can be understood using the Bernstein-Gelfand equivalence between category $\mathcal{O}$ and the category of Harish-Chandra bimodules, Theorem 25.8).

Example 31.9. If $\lambda, \mu \in P$, these categories are independent of $\lambda, \mu$. Namely, let $\mathcal{O}_{0}$ be category $\mathcal{O}$ for the trivial generalized central character, and $\widetilde{\mathcal{O}}_{0}$ be its Serre closure (the category of modules admitting a finite filtration whose successive quotients are in $\mathcal{O}_{0}$; i.e. the action of $\mathfrak{h}$ is not necessarily diagonalizable but is only assumed locally finite). We may also define the category $\mathcal{O}_{0}^{*}$ of modules in $\widetilde{\mathcal{O}}_{0}$ which have pure central character, and $\overline{\mathcal{O}}_{0} \subset \mathcal{O}_{0}$ of modules with both pure central character and diagonalizable action of $\mathfrak{h}$. Then the above four categories are exactly $\widetilde{\mathcal{O}}_{0}, \mathcal{O}_{0}, \mathcal{O}_{0}^{*}, \overline{\mathcal{O}}_{0}$. In particular, we obtain an equivalence $\mathcal{O}_{0} \cong \mathcal{O}_{0}^{*}$ which is not obvious representation-theoretically.

Finally, we note that Exercise 30.14 applied to $X=G / B$ and $H=B$ gives a transparent geometric proof of Theorem 25.8 .
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[^0]:    ${ }^{1}$ Recall that a set $X \subset V$ is convex if for any $x, y \in X$ and $t \in[0,1]$ we have $t x+(1-t) y \in X$.
    ${ }^{2}$ Recall that a seminorm on $V$ is a function $\nu: V \rightarrow \mathbb{R}_{\geq 0}$ such that $\nu(x+y) \leq$ $\nu(x)+\nu(y)$ and $\nu(\lambda x)=|\lambda| \nu(x)$ for $x, y \in V, \lambda \in \mathbb{C}$. A seminorm is a norm iff $\nu(x)=0$ implies $x=0$.
    ${ }^{3}$ Recall that a sequence $a_{n} \in V$ is Cauchy if for any neighborhood $U$ of $0 \in V$ there exists $N$ such that for $n, m \geq N$ we have $a_{n}-a_{m} \in U$.

[^1]:    ${ }^{4}$ Topological groups will always be assumed Hausdorff and second countable. Important examples of locally compact topological groups include groups $\mathbf{G}(F)$, where $F$ is a local field and $\mathbf{G}$ is an algebraic group defined over $F$. If $F$ is $\operatorname{archimedian}(\mathbb{R}$ or $\mathbb{C})$ then $\mathbf{G}(F)$ is a real, respectively complex, Lie group. Another example important in number theory is $\mathbf{G}\left(\mathbb{A}_{k}\right)$, where $k$ is a global field, $\mathbb{A}_{k}$ is its ring of adéles, and $\mathbf{G}$ is an algebraic group over $k$.
    ${ }^{5}$ It is easy to see that it suffices to check this property at points $(1, v)$ for $v \in V$.
    ${ }^{6}$ Note that by the open mapping theorem, in a Fréchet space any invertible continuous operator has a continuous inverse.

[^2]:    ${ }^{7}$ Recall that every smooth function $\phi(x, y)$ on $\mathbb{R}^{2}$ with compact support defines a trace class operator $T_{\phi}$ with kernel $\phi(y, x)$, i.e.,

    $$
    \left(T_{\phi} f\right)(x)=\int_{\mathbb{R}} \phi(y, x) f(y) d y .
    $$

    Then the Schwartz kernel $K$ of a continuous endomorphism $A$ of $L^{2}(\mathbb{R})$ is defined by the formula $(K, \phi)=\operatorname{Tr}\left(A T_{\phi}\right)$ (which is well defined since the operator $A T_{\phi}$ is trace class).
    ${ }^{8}$ This means that $(K, \phi)=(k, \widetilde{\phi})$, where $\widetilde{\phi}(x):=\int_{\mathbb{R}} \phi(x+y, y) d y$.

[^3]:    ${ }^{9}$ If $X$ is compact then $C(X)$ is a Banach space and thus so is $\operatorname{Meas}_{c}(X)$, in the corresponding norm topology. However, this norm topology is stronger than the weak topology and is not relevant here.

[^4]:    ${ }^{10}$ One can show that for an $N$-dimensional group, the differentiability needed for the Plancherel formula is $C^{k}$ for $k>N / 2$.

[^5]:    ${ }^{11}$ Note that here we don't have to distinguish between half-densities and functions on $K / T$ since $K / T$ always has a $K$-invariant volume form as $K$ is compact.

[^6]:    ${ }^{12}$ Indeed, every $\mathfrak{g} \oplus \mathfrak{g}$-module $M$ with action $(a, b, v) \mapsto(a, b) \circ v, a, b \in \mathfrak{g}, v \in M$ is a $\mathfrak{g}$-bimodule with $a v=(a, 0) \circ v$ and $v b=(0,-b) \circ v$, and vice versa.

[^7]:    ${ }^{13}$ An invariant inner product on a $(\mathfrak{g}, K)$-module is one that is invariant under both $\mathfrak{g}$ and $K$, i.e., $K$-invariant and satisfying the equality $B(a v, w)+B(v, a w)=0$ for all $a \in \mathfrak{g}$.

[^8]:    ${ }^{14}$ More precisely, they are called so for $m \geq 2$, and called limit of discrete series for $m=1$.

[^9]:    ${ }^{15}$ This proof uses some very basic algebraic geometry.

[^10]:    ${ }^{16}$ Recall the proof of the Artin-Tate lemma. Let $x_{1}, \ldots, x_{m}$ generate $A$ as an $R$-algebra and let $y_{1}, \ldots, y_{n}$ generate $A$ as a $B$-module. Then we can write

    $$
    x_{i}=\sum_{j} b_{i j} y_{j}, \quad y_{i} y_{j}=\sum_{k} b_{i j k} y_{k}
    $$

[^11]:    ${ }^{17}$ Note that for each $i$, one of these two summands is necessarily 0 .

[^12]:    ${ }^{18}$ In fact these dimensions are equal (to $\operatorname{dim} Z$ ), but we don't use it here.

[^13]:    ${ }^{19}$ Note however that $F_{q}(x)$ does not go to 1 pointwise (hence not in $C\left(\mathfrak{h} / Q^{\vee}\right)$ ) since $F_{q}(0)=0$.

[^14]:    ${ }^{20}$ Note that this does not mean that $M_{\lambda}$ is a projective $U(\mathfrak{g})$-module; in fact, it is not.

[^15]:    ${ }^{21}$ Recall that a morphism $f: X \rightarrow Y$ is projective if $f=\pi \circ \tilde{f}$ where $\tilde{f}: X \rightarrow$ $Z \times Y$ is a closed embedding for some projective variety $Z$ and $\pi: Z \times Y \rightarrow Y$ is the projection to the second component.

[^16]:    ${ }^{22}$ In analysis $\delta_{0}$ arises as the $D$-module generated by the $\delta$-function at zero, which motivates the notation.

