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1 Maximum entropy condition and the Boltz-

mann distribution 

• from last time 

– optimizing S’ for isolated system 

– dS 
0 
= 0 subject to constraints dU 

0 
= 0, dnT OT = 0 

– method of Lagrange multipliers: α, β X 
(. . . ) dni = 0 | {z } 

i 
set coefficients to 0 

– determine α by normalization 

ni eβ�i/kB X 
β�i/kB = , Q = e 

nT OT Q 
i 

• Determine β by considering microscopic, reversible process dni 

X X β�i/kB 0 ni e 
dS = −kB ln ( ) dni = −kB ln ( ) dni 

i 
nTOT i 

Q X X 
= −β �idni + kB ln Q dni 

i i 

= −β dU 
0 
+ kB ln Q dnT OT =0 by construction 

• Compare this to 

1 P µ 0 0 0 
dS = dU + dV − dn 

T T T 
⇓ 

β = −1/T 

• With β = −1/T , we have the Boltzmann distribution 
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�i/kB T ni e 
= 

nT OT QX 
−�i/kB T Q = e 

i 

= 
particles distributed over states with energy �i according to {ni} 

• Describes equilibrium state 

⇒ Distribution that maximizes entropy for an isolated system with nT OT 

• Maxwell distribution and likelihood 
e.g. How much less likely is it to find particle in state with energy 
�m = �l +Δ� than in state with energy �l 

−(�l+Δ�)/kB T nm e −Δ�/kB T = = e −�l/kB T nl e 

– Depends on Δ�/kBT 

– Becomes less likely with energy splitting Δ� 

– Becomes more likely with temperature T 

• Thermal energy kBT 

kB = R/NA = 1.380 × 10−23 J/k = 8.617 × 10−5 eV/k 

– sets energy scale for likely fluctuations Δ� 
Δ� ≈ kBT are likely 
Δ� >> kBT are unlikely 

thermally ac-
tivated pro-
cesses 

– at T = 298 K, kBT = 4.112 × 10−21 J = 0.0257 eV = 25.7 meV 

– foundation for Arrhenius rate equation (hello 3.091 !!) 

−Ea/kT k = A e 

k: rate; Ea : activation energy 
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2 Maxwell-Boltzmann distribution 
2 2 2 • Consider particles with kinetic energy p2/2m = (p + p + p )/2m x y z 

• Distribution of energy fE depends on both 

= Q−1 2 – Maxwell distribution ni/nT OT exp(−pi /2mkB T ) 

– Density of states in momentum space 
√ 

d3 p = 4πp2dp = 4πm 2mEdE 

r 
E 1

)3/2 −E/kT fE = 2 ( e 
π kT 

−→ more faster particles at higher temp 
−→ vanishing number of particles with p = 0 

3 Ensembles 

A group of things or people acting or taken together as a whole 

• Microcanonical ensemble: Set of all possible microstates of an isolated 
system with fixed U 

0 
, V 

0 
, n P 

�i/kB T – Microcanonical partition function Q = i e , (sum over all 
possible single particle states) 

– Equilibrium (S maximized) for Boltzmann probability distribution 

−�i/kB T ni e Pi = = 
nT OT Q 

probability Pi of finding single particles in state i, with energy �i 

• Canonical ensemble: Set of all possible microstates of a system with 
fixed V 

0 
, n 

– System is closed and rigid, but can exchange energy with sur-
roundings, i.e. diathermal walls 
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– System energy Uν 
0 
can fluctuate 

P 0 −Uν /kT – canonical partition function Z = ν e 
sum over possible states of the system 

– equilibrium (F minimized) for distribution 
0 −Uν /kB T e 

Pν = Boltzmann distribution for canonical ensemble 
Z 

Pν : prob. of finding system in state ν with energy Uν 
0 

4 The partition functions 

• Describe equilibrium properties and fluctuations 

• Basis for calculating thermodynamic potentials and properties 

∂ ln Z 
e.g. < U > = − 

∂(1/kT ) 
1 ∂2lnZ 

CV = 
kT 2 ∂(1/kT )2 

0 < U > 
S = + kB ln Z 

T 
F 

0 
= −kBT ln Z 

∂ < U > 
< U2 2 > − < U > = kT 2 

∂T 
. . . 
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