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   Covariance and correlation 

Covariance: eX,Y = E[(X - µX)(Y - µY )] 

= E[XY  ] -µXµY 

Correlation

| {z }
rX,Y 

Shorthand notation: eXY  , rXY  
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Correlation coefficient 

E↵ect of shifting and scaling: If V = ↵(X - β) 
then µV = ↵(µX -β) , V = ↵� X 

For a shift- and scale-invariant measure:

If W = �(Y � �) then �VW = ↵� �XY

�X�Y

�XY⇢XY = = ⇢VW
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  A geometric picture 

Think of X and Y as vectors, with inner product E[XY  ] 

µX = E[X.1] : inner product of X and “random variable” 1

E[X2
] : squared length of X 

X = X - µX : vector di↵erence between X and “random variable” µX
e

OX : length of Xe
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Geometric interpretation of 
correlation coefficient 

Y - mY

sY

u = cos -1r X - mX

sX 5



 Orthogonality 

E[XY  ] = 0

Correlation is 0, but not uncorrelated!

Uncorrelated = zero covariance, i.e.,  E[XY  ] =  E[X]E[Y ]
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