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1. We know that:

$$
\rho\left(X_{1}, X_{2}\right)=\frac{\operatorname{Cov}\left(X_{1}, X_{2}\right)}{\sigma_{X_{1}} \sigma_{X_{2}}}
$$

Therefore we first find the covariance:

$$
\begin{aligned}
\operatorname{Cov}(A, B) & =\mathbf{E}[A B]-\mathbf{E}[A] \mathbf{E}[B] \\
& =\mathbf{E}\left[W X+W Y+X^{2}+X Y\right] \\
& =\mathbf{E}\left[X^{2}\right]=1
\end{aligned}
$$

and

$$
\begin{aligned}
\sigma_{A} & =\sqrt{\operatorname{Var}(A)}=\sqrt{2} \\
\sigma_{B} & =\sqrt{\operatorname{Var}(B)}=\sqrt{2}
\end{aligned}
$$

and therefore:

$$
\rho(A, B)=\frac{1}{2} .
$$

We proceed as above to find the correlation of $A, C$.

$$
\begin{aligned}
\operatorname{Cov}(A, C) & =\mathbf{E}[A C]-\mathbf{E}[A] \mathbf{E}[C] \\
& =\mathbf{E}[W Y+W Z+X Y+X Z] \\
& =0
\end{aligned}
$$

and therefore

$$
\rho(A, C)=0
$$

2. Solution is in the text, pp. 264-265.
3. Solution is in the text, pp. 267-268.
