m Good News: what we've seen so far doesn’t need them

Fault Models

m Bad News: what we've seen so far can’t use them
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Fault Models

Extend the notion of fault model to include multiple behavioral
modes:

— Designed behavior (i.e., the correct behavior)
— Known faulty behaviors

— Residual behavior (i.e. everything besides designed and known
faults)

— Their probabillities
Start with models of correct behavior

When conflicts exist, substitute a fault model for some member of
the conflict set

Drive the choice of substitution by failure probabilities

— best diagnosis is most likely set of behavior modes for the
various candidates capable of removing all discrepancies

— i.e., best first search for conflict free set of behavior modes
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Adding Failure Models

In addition to modeling the normal behavior of each component,
we can provide models of known abnormal behavior

m Each Model can have an associated probability
m A “leak Model” covering unknown failures/compromises covers

residual probabilities.

Diagnostic task becomes, finding most likely set(s) of models
(one model for each component) consistent with the
observations.

Search process is best first search with joint probability as the
metric

"Normal: Delay: 2, 4 Probability 90%

Component2

Delayed: Delay 4, +inf Probability 8%

hﬁ.melerated: Delay -inf.4 Probability 1% 41



Applying Failure Models

B Observed: 5
Predicted: Low= 5§
L H P High = 10
Nomal:2 4 0.9
MID  Fast: -30 1 04 m

L H Low =713 Slow: 5 30 .06

Nomal:3 6 ] High =6
Fast: =30 2 . | I P
Slow: 7 30 Notmal:3 10 0.8 @
Fast: =30 4 .03
Slow: 11 30 07 Observed: 17
C Predicted: Low= 8
High =16
Consistent Diagnoses
A B C MID  MID Prob Explanation

Low High
Normal Normal Slow 3 3 04410 C is delayed
Slow  Fast Normal 7 12 00640 A Slow, B Masks runs negative!
Fast Normal Slow ] 2 00630 A Fast, C Slower
Normal Fast Slow 4 6 00196 B not too fast, C slow
Fast Slow  Slow  -30 0 .00042 A Fast. B Masks, C slow
6.571 5 My 1425t Fast 13 30 00024 A Slow, B Masks, C not masking fast



Computational Models are Coupled through

Time37 @ @

“~+Time:9,15 ®0®
Timeo17 ®O0O®

I ————————————

Component r 14
CoEpanst} Observed Time:27

Delay:1,3 : Delay:5,10

S

‘fime.-s,fr X X

% ! 4

fTimeg47 @@ .’

Componentd Y LS o

5y

Delay:3 4
Timese @@

Components e

il s Delayi,2 Observed Time:6

Diagnoses: Blue delayed
L Violet delayed
Red delayed, Yellow Negative Time Precluded because physicality requires
Red delayed, Green Negative Time red green and yellow to all be delayed

6.871 - Green delayed, Yellow Negative Time or all be accelerated o




A Multi-Tiered Bayesian Framework

m The model has levels of detail specifying computations, the underlying
resources and the mapping of computations to resources

m Each resource has models of its state of compromise

m [he modes of the resource models are linked to the modes of the
computational models by conditional probabilities

m The Model forms a Bayesian Network

_ Conditional probability =2 .
Normal; Delay: 2,4 = MNormal: Probability 90% I

_ Conditional probability =4

Delayed: Delay 4,+nf Parasite: Probability 9%

Accelerated: Delay -inf.2 | Conditional probability = 3 | oyher: Probability 1%

Hismadale Has models

Component I‘J Model 7

Located On
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An Example System Description

N H M H
Mormal .6 A5 M H Morvimal S0 05
Peak N | 50 Mormal .8 ) Fasi 25 AS
(HT Peak .3 A5 Slow i | ) Slow A5 5D
= @® O
: N O H N H i
MNormal .60 0S5 Mormal 50 05
Slow 25 A5 Fasi 25 45
Slower .15 S0 Slow 25 50
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System Description as a Bayesian Network
m The Model can be viewed as a Two-Tiered Bayesian Network

- Resources with modes

— Computations with modes

— Conditional probabilities linking the modes

N H N H
Mormal .6 15 N H MNormal 50 05
Peak .l S0 MNormal & =3 Fast 25 A5
OFf Peak 3 S5 Slow B By, Slow 25 50

L4 - 4
N H | N H
Normal .60 .05 | Normal 50 .08 ,E
i Slow 25 45 Fast 25 45
Slower .15 .50 Slew .15 .50
(®) ®
t
: : :
: :

Hos Hosd

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
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System Description as a MBT Model

m The Model can also be viewed as a MBT model with multiple models
per device

— Each model has behavioral description
m Except the models have conditional probabilities

N H N H
MNormal .6 J5 N H Mormal .50 05
Peak A S0 MNormal 8 3 Fast 25 45
(HT Peak .3 A5 Slow 2 i Slow 25 S0
— R A
A » B o C
—'O L) S 4
N H N H
MNormal 60 05 Normal 50 05
Slow 25 A5 Fast 25 A5
Slower .15 S0 Slow 25 .50

5
S
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Integrating MBT and Bayesian Reasoning

m Start with each behavioral model in the “normal” state
Repeat: Check for Consistency of the current model
m If inconsistent,
— Add a new node to the Bayesian network
» This node represents the logical-and of the nodes in the conflict.
» It's truth-value is pinned at FALSE.
— Prune out all possible solutions which are a super-set of the conflict set.
— Pick another set of models from the remaining solutions
m If consistent, Add to the set of possible diagnoses
m Continue until all inconsistent sets of models are found
m Solve the Bayesian network

N H N H
Nermal 6 .15 N H Normal .50 .08
Peak 1 B0 Normal 3 3 Fast 25 A8
Off Peak 3 05 Slow 2 b Slow L
N Discrepancy Observed Here
—® {2) <
. Canflict:

\ A =NORMAL

B=NORMAL

N H ™ H C=NORMAL

AL 6% R pormal | Least Likely Member of Conflict
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Adding the Conflict to the Bayesian Network

Truth Value =False Conditional Probability Table
A=N Br=N C=N T F
Cenflict: <o NoGood] e T T T I 0
A =NORMAL T T F 0 I
B=NORMAL
0
C=NORMAL -]t: ? ;:F ) :
........ = F T T {} I
F T F 0 1
; F F T 0o 1
F F F o 1
M H | | 1]
Normal 6 .15 N H _ Normal S0 0%
Peak N | S Mormal 8 3 Fast S5 A4S
OITf Peak 3 A5 Slow i ] ) Slow A5 5D
A N H , N H 7
Normal .60 .05 Mormal 50 05 1
Slow .15 A4S Fast 25 4§
Slower 15 50 Slow 25 50
O ® |
& '
| |
i i i
ﬁEﬁ' ..................... 'i P o .i EN“M g e &
: I | Hacked .15 | ‘ Hacked .3 | | Hacked 2 |




Integrating MBT and Bayesian
Reasoning (2)

Repeat Finding all conflicts and adding them to the Bayesian Net.
Solve the network again.

— The posterior probabilities of the underlying resource models tell
you how likely each model is.

— These probabilities should inform the trust-model and lead to
Updated Priors and guide resource selection.

— The Posterior probabilities of the computational models tell you how
likely each model is. This should guide recovery.

All remaining non-conflicting combination of models are possible
diagnoses

— Create a conjunction node for each possible diagnosis and add the
new node to the Bayesian Network (call this a diagnosis node)

Finding most likely diagnoses:

— Bias selection of next component model by current model
probabilities
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The Final Bayesian Network

Value =False Value =False

Conflict: g NoGoodl - ETL['?];M‘.\L
A =NORMAL - ; DS

B =NORMAL § | e _B=NORMAL
C=NORMAL : | AT . C=SLOW

Off-Peak 028 - - Slow 590
Peak 4] e Slow 738 o Besssssseiere Fast R0
Normal 432 Normal .262 e Normal 410

Slower S16 Slow 612 A =SLOW
Slow 33 ™ Fast D65 B=SLOW
Mormal .145 : Normal 323 | ; C=NORMAL

D = NORMAL

N\ §™. . E=PEAK
N\ iy

; i i Diagnosis-1

________________ - S e S A i Diagnosis-50
bﬁm@k' Hacked=450 | | Hacked=324 | | Hacked=207 |
i Mormal =.550 ! I Mormal= 4676 I Mormal =.793 |

I-il-u.-l--i-l-i—-n--l- I.ur—l-l-l.--u.-l--i-l [ Ry | Ly e |



Three Fundamental Problems

* Hypothesis Generation
— Given a symptom, which components could have produced it?

* Hypothesis Testing
— Which components could have failed to account for all
observations?

* Hypothesis Discrimination
— What additional information should we acquire to distinguish
among the remaining candidates?
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Probing and Testing

m Purely structural
— Follow discrepancies upstream (guided probe)
— Split candidate space topologically

_>j—>—> — |

m Add behavioral information:
— Split topologically: G&T on the sub-problem

— Predict consequences of candidate malfunction; probe where it
is most informative.
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Informative Probes

3 e
Times-1 %
1 —
Plus-1 — A
5 | {
¥
5 — Times-2
2 Plus-2 — B
35
i
Times-3  ——

T3 Bad P2 Bad
Probe atY
Probe at Z
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Informative Probes

3 = e
Times-1 %
1 —
Plus-1 — A
5 | 40
¥
5 — Times-2
2 Plus-2 — B
35
i
Times-3 ~ ——
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Informative Probes

3

Times-1
5
S — Times-2
5

Times-3
3
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Probing and Testing

m Purely structural
— Follow discrepancies upstream (guided probe)
— Split candidate space topologically

_>j—>—> — |  }—

m Add behavioral information:
— Split topologically: G&T on the sub-problem

— Predict consequences of candidate malfunction; probe where it is most
informative.

m Add failure probabilities
— Cost-benefit calculation using maximum entropy methods

Assumption: Computation is cheap compared to probing (think of chips)
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Testing

New Inputs S

New Candidates Fewer
/ - [Coverings

New Symptoms

Old Candidates

m General problem is very hard

m Basic insight: don’'t use members of candidate
sets to route signals (i.e. use only parts believed
to be good)
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Difficulties

Model based reasoning is only as good as the model

Tension between completeness of description and tractability of
reasoning.

Scaling: size alone isn’t the issue (but it is an issue)

Complex behavior is an issue
— VCR, ALU, Pentium, PowerPC, Disk Controller
— This requires new vocabulary, new abstractions
— Temporally coarse descriptions are often important
» Memory and state are hard to model
» Temporally coarse representations can hide the state usefully
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The Model Isn’t How It Is

15

3

Times-1
5
S — Times-2
5

Times-3
3
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The Model Isn’t How It Is

m Because it shouldn’t be that way
— bridge faults, assembly error

m Because of unexpected pathways of interaction
— eg heat, radiation

m |n practice, by our choices

— deciding not to represent each individual wire
segment

m |n principle: it's impossible
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Complexity vs Completeness

m Any simplifying assumption risks
Incompleteness

m Make too few assumptions and
— diagnosis becomes indiscriminate
— drown in complexity, ambiguity

6.871 - Lecture 15
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Model Selection and Formulation Is a Key Problem

m There are no assumption-free representations
— perhaps we can use more than one

m Completeness and complexity conflict
— we’ll need to choose judiciously

m Basic question: whence the model?
How do we know how to think about the device?
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Another Problem: Complex Behavior

m  An engineer plugs in a broken circuit board, makes a half dozen
simple probes with an oscilloscope, and after ten minutes ends up
swapping a chip, which fixes the problem.

m A model-based troubleshooting program spends a day simulating
the expected behavior of the same misbehaving board, and
requests that a logic analyzer be used to capture a certain subset
of the signals. After some hours of computation, it concludes that

any of the 40 chips or 400 wires on the board could be responsible
for the misbehavior.

m Why?
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The Two Different Approaches to MBT

n205
lHI1 lHI1 n158
167
J74Ls% HL 1 74089 |2 4576 Mhz H
12 d 12
C
= - K Y&
A HI1 12,4576 Mhz L
HI1 u30 HI1
U30
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The Two Different Approaches to MBT

0SsC

n291

u25

n167

n205
lHl'] lHI’I n158
___9167
J74LS% H ) 74189 24576 Mhz H
12 d 12
C
——l K E K -Q
HI1 72.4576 Mhz L
HI1 u30 HI1
uU30
n205
. FBO1 | FDO1 n158 FDO1
Buffer L e ,| Divide
by 2 by 4
U3z u30
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More (detall) is Worse

m The naive approach suggests a detailed, step by step simulation of the
device as the first phase of the diagnosis.

m For a reasonable circuit with internal states, all interesting behavior exists
over the time span of many thousands to millions of clock cycles.

m [he naive approach fails to capture the right functional abstractions
— Devices: Central controller
— Behavior: Frequency
» Changing
» Stable
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The Problems to be Faced

m Models are incomplete.

m Observations are costly.

m Observations are incomplete and imprecise.
m Prediction is costly.

m Prediction is incomplete.
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How to Address these Problems

m Choose the representation of primitive elements and connections
so as to sacrifice completeness for efficiency.

— Treat physically separate components with indistinguishable
failure modes as one component.

— Treat devices whose failure requires the same repair as one
device.

— Don't represent very unlikely failure modes
Describe signals in a way which is easy to observe.
Represent the likelihood of failure modes.

Use temporally abstract description of signals.
Use multiple levels of behavioral abstraction.
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Principles of Modeling

« Components in the physical representation should
correspond to the possible repairs.

« Components in the functional representation should
facilitate behavioral abstraction.
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Principles of Modeling

Components' behavioral representation should employ
features that are easy to observe.

A temporally coarse description is better than no
description.

A sequential circuit should be encapsulated into a single
component whose behavior can be described in a
temporally coarse manner.

Represent a failure mode if it has a high likelihood.

Represent a failure mode if the misbehavior is drastically
simpler than the normal behavior
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Conclusions

m General purpose paradigm (with variations)
m Largely domain independent

m Successfully employed in practice

m Major research issues are in modeling, not
reasoning methods
— complex behavior
— model selection
— model formulation
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