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Disease burden 

#5<-
Undiagnosed

condition 

Predicted risk of developing disease or predicting outcome Example: Multiple myeloma 
 Rare blood cancer 
 MMRF CoMMpass Study has 

~1000 patients 

Standard practice 

Predicted condition Undiagnosed patient 
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#5<-

Disease burden 

Undiagnosed
condition 

Example: Parkinson’s 
 Progressive nervous system disorder 
 Affects 1 in 100 people over age 60 
 PPMI dataset follows patients across time 
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Courtesy of Lawton et al. Used under CC BY. 
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Predicting disease progression in 
Alzheimer’s disease 

Courtesy of the NIH. Image is in the public domain. 
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Disease status 
quantified	 by 
cognitive score 
(continuous valued) 

© Oxford Medical Education. All rights reserved. This 
content is excluded from our Creative Commons license. 
For more information, see https://ocw.mit.edu/help/ 
faq-fair-use/ 
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Predicting disease progression in 
Alzheimer’s disease 

• Goal: Predict disease status in 6,	 12,	 24,	 36, 
and	 48 months 

• Five different regression tasks? 

• Challenge:	 data sparsity 
– Total number of patients is small 
– Labels are noisy 

– Due to censoring, fewer patients at later time 
points 

[Zhou et al., KDD ’12] 
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Predicting disease progression in 
Alzheimer’s disease 

• Goal: Predict disease status in 6,	 12,	 24,	 36, 
and	 48 months 

• Five different regression tasks? 

• Challenge:	 data sparsity 

Number of patients M months after baseline 
(Alzheimer’s Disease Neuroimaging Initiative) 

M06 M12 M24 M36 M48 
648 642 569 389 87 

M06 = 6 months after baseline 

[Zhou et al., KDD ’12] 
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Multi-task learning 

• Goal: Predict disease status in 6,	 12,	 24,	 36, 
and	 48 months 

• Rather than learn several independent models, 
view as multi-task learning 
– Select common set of biomarkers	 for all time points 
– Also allow for specific set of biomarkers at different 
time points 

– Incorporate temporal smoothness in models 

[Zhou et al., KDD ’12] 
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Convex fused sparse group lasso 

• Simultaneously learn 	all 5 	models by solving the 
following convex optimization problem: 

min L(W ) +  λ1 ∥W ∥ + λ2 RW T + λ3 ∥W ∥1 2,1W 1 

• Squared loss: L(W ) =  ∥S ⊙ (XW  − Y )∥2 
F 

(S is a mask to account for labels missing in subset of tasks) 

[Zhou et al., KDD ’12] 

p y 

∥W ∥• Group Lasso penalty 2,1 given by d 
i=1 

t W 2 
j=1 ij 

• R	 = 1	 -1 
5 

4 1	 -1 
1	 -1 
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Type Features
Demographic age, years of education, gender 
Genetic ApoE-ε4 information 
Baseline 
cognitive 
scores 

MMSE, ADAS-Cog, ADAS-MOD, ADAS sub-
scores, CDR, FAQ, GDS, Hachinski, Neu-
ropsychological Battery, WMS-R Logical 
Memory 

Lab tests RCT1, RCT11, RCT12, RCT13, RCT14, 
RCT1407, RCT1408, RCT183, RCT19, 
RCT20, RCT29, RCT3, RCT392, RCT4, 
RCT5, RCT6, RCT8 

Features 
MRI scans	 (white matter parcellation volume, etc.) + 

371	 in total 

[Zhou et al., KDD ’12] 
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TGL cFSGL1 cFSGL2
Target: MMSE

0.449± 0.045 0.428± 0.052 0.400± 0.053
0.755± 0.029 0.772± 0.030 0.790± 0.032

Results (averaged over 5 time points) 

Baseline – 
independent 
regressors �2 

Temporal smoothing helps! 
= 20 �2 = 50 �2 = 100 

nMSE 
R 

Ridge 

0.548 ± 0.057 
0.689 ± 0.030 

cFSGL1 cFSGL2 
Target: MMSE 

0.428 ± 0.052 0.400 ± 0.053 
0.772 ± 0.030 0.790 ± 0.032 

cFSGL3 

0.395 ± 0.052 
0.796 ± 0.031 

0 
0 

nMSE – normalized	 mean	 squared	 error. Smaller is better 
R	 – average R2 (correlation coefficient). Larger is 	better 

min L(W ) +  λ1 ∥W ∥ + λ2 RW T + λ3 ∥W ∥1 2,1W 1 
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(a) Target: ADAS-Cog (25 stable features) 
Courtesy of Elsevier Inc. Used with permission. 19
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Can we use an unsupervised 
approach? 

• Twin goals: 
– Discover disease subtypes: 

Want to describe heterogeneity in a way that	 can be
easy to act on (i.e.,	 interpretable) 

Not just interested in prediction – rather,	 identify
cohorts for clinical trials,	 better understand	 disease
mechanism 

– Make use of similarity of individuals at baseline 

Dimensionality reduction to prevent overfitting 
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K-Means 
• An iterative clustering 

algorithm 

– Initialize: Pick K random 
points as cluster centers 

– Alternate: 
1. Assign data points to 

closest cluster center 
2. Change the cluster 

center to the average
of its assigned points 

– Stop when no points’ 
assignments change 
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K-means clustering: Example 

• Pick K random 
points as cluster 
centers (means) 

Shown here for K=2 
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K-means clustering: Example 

Iterative Step 1 
• Assign data points to 

closest cluster center 

© Jeremie Sublime. All rights reserved. This content is excluded from our Creative Commons license. 
For more information, see https://ocw.mit.edu/help/faq-fair-use/ 
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K-means clustering: Example 

Iterative Step 2 
• Change the cluster 

center to the average of 
the assigned points 
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K-means clustering: Example 

• Repeat until 
convergence 
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Asthma: the problem 

• 5	 to 10% of people with	 severe asthma remain
poorly controlled	 despite maximal inhaled
therapy

[Holgate ST, Polosa R. The mechanisms, diagnosis, 
and management of severe asthma in adults. Lancet. 
2006; 368:780–793] 
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	 	Asthma: the question 
“It is now recognised that	 there are distinct	 asthma phenotypes and that 
distinct therapeutic approaches may only impinge on	 some aspects of the 
disease process within	 each subgroup” 

• What are the processes (genetic or environmental) that underlie different 
subtypes	 of asthma? 

• Which aspects of airway remodelling are important in disease subtypes? 

• What are the best biomarkers of disease progression or treatment 
response? 

• Why are some patients less responsive to conventional therapies than 
others? 

[Adcock et al., “New targets for drug development in asthma”. The Lancet, 2008] 
27



	

	 	 	 	 	 	 	 	 	 	 	
	 	 	

	 	 	
	 	 	 	 	 	 	

	 	
	 	 	 	 	 	 	 	 	 	

	 	 	 	 	 	 	 	
	 	 	 	 	

	 	 	 	 	 	 	 	 	
	

	 	 	 	

The data 

• All patients had physician diagnosis of asthma and at least one 
recent prescription for	 asthma therapy 

• All were current nonsmokers 
• Data set #1:	 184 patients recruited from primary-care 

practices in	 the UK 

• Data set #2:	 187 patients from refractory asthma clinic in the 
UK 

• Data set #3:	 68 patients from 12 month clinical study 

• Features: z scores	 for continuous	 variables, 0/1 for categorical 
– Some of the continuous variables log-transformed to approximate a 

normal distribution 

[Haldar et al., Am J	 Respir Crit Care Med,	 2008] 28



	 	 	 	

	 	 	 	

	 	 	 	 	 	
	 	 	 	 	

	 	 	
	 	 	 	 	 	 	
	 	 	 	 	 	 	 	

	

	 	 	 	 	

	 	 	 	 	 	 	 	 	

How should we treat asthma? 

• Now we use 3rd dataset – 68	 patients over 12	 months 
• Randomized control trial with two arms: 

– Standard clinical care (“clinical”) 
– Regular monitoring of airway inflammation using induced 
sputum, to titrate steroid therapy to maintain normal 
eosinophil	 counts (“sputum”) 

• Original	 study found no difference in corticosteroid 
usage 
– But, this could have been explained by heterogeneity in 
treatment	 response! 

[Haldar et al., Am J	 Respir Crit Care Med,	 2008] 29



B7/5-;/6)5;)=5II-1-;/).>06/-16)1-689;=)=5II-1-;/>A)/9)/1-7/<-;/l 
b7;7>A656)065;:)h1= =7/76-/)I19<)2O)<9;/E)6/0=Ac 

#1-7/<-;/)6/17/-:AStudy Group 
R>06/-1 Clinical SputumCluster Outcomes SignificancebI90;=)065;:)J",&2*=& =7/7c (n = 10) (n = 8) 

1: Obese female ! Inhaled corticosteroid dose*/µg per day (SEM) 

Severe exacerbation frequency over 12 mo (SEM) 

Number commenced on oral corticosteroids 

"400 (328) 

1.40 (0.78) 

2 

Clinical (n = 15) 

"462 (271) 

1.50 (0.80) 

1 

Sputum (n = 24) 

0.89 

0.93 

0.59 

2: Inflammation predominant ! Inhaled corticosteroid dose*/µg per day (SEM) 

Severe exacerbation frequency over 12 mo (SEM) 

+753 (334) 

3.53 (1.18) 

+241 (233) 

0.38 (0.13) 

0.22 

0.002 

Number commenced on oral corticosteroids 2 9 0.17 

Clinical (n = 7) Sputum (n = 4) 

3: Early symptom predominant ! Inhaled corticosteroid dose*/µg per day (SEM) +1,429 (429) "400 (469) 0.022 

Severe exacerbation frequency over 12 mo (SEM) 5.43 (1.90) 2.50 (0.87) 0.198 

Number commenced on oral corticosteroids 6 0 Undefined 

M!7>=71 -/)7>$()D/'0'(&,E*% F%*# F"%&'G&>()OPP*Q 30



	 	

	 	 	

	 	 	 	 	 	 	
	 	

Summary – two approaches 

• Supervised: 
predict future disease status 

• Unsupervised: 
which patients look similar / different? Do 
clusters have different	 outcomes? 
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Limitations that we’ll address in the 
next lecture 

• Can’t differentiate between stage and subtype 
– Patients assumed to be aligned at baseline 

• Only make use of one time point per patient 
• Assumes single 	factor (cluster) explains 	all 
variation 

• Distance function is particularly simplistic 
• Either supervised or unsupervised, but not 
both	 – how to combine? 
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