Zonal Mean General Circulation

In the Figures 7.14, 7.15 and 7.19 in Peixoto and Oort (1992) we see the station-based analysis of $\bar{u}$ and $\bar{\psi}$ from Peixoto and Oort, i.e., based on the 10 years of data in the MIT GC library. Figure 7.14 in Peixoto and Oort (1992) shows $\bar{u}$ at 200 mb, the standard level where the zonal winds are usually strongest. We note that the variations are primarily latitudinal, with the strongest winds, i.e., the jet streams, between about $25^\circ$ and $40^\circ$. The zonality is stronger in the Southern Hemisphere as one would expect. Note the strongest flow on the east coast of Asia. If one averages $\bar{u}$ globally at 200 mb, there is a superrotation of the atmosphere as a whole of about 6 m/s.

Figure 7.15 in Peixoto and Oort (1992) shows $[\bar{u}]$ for the annual mean and solstice seasons. Note the approximate symmetry about the equator in the zonal mean, the stronger jets in winter, the stronger seasonal cycle in the Northern Hemisphere, and the low latitude easterlies. We would like to explain these features (momentum balance).

Figure 7.19 in Peixoto and Oort (1992) shows $[\bar{\psi}]$. Recall that the analysis error is particularly large in this field. The maximum $[\bar{\psi}]$ (see Table 4 in Peixoto and Oort (1983)) occurs in the upper and lower branches of the strong seasonal overturning circulations near the equator, and are ~ 3 m/s, an order of magnitude less than $[\bar{u}]$. In the annual mean $[\bar{\psi}]$ is only ~ 1 m/s. There is generally a three-celled structure in both hemispheres, which are generally referred to as the Hadley cell, the Ferrel cell, and the (very weak) polar cell.

![Diagram showing the Hadley, Ferrel, and Polar cells](image)

Note that the Ferrel cell is thermodynamically indirect, warm air sinking and cold air rising. This is something we want to understand. Note that the jet streams are located at the poleward edge of the Hadley cells, that the Hadley cells almost disappear in summer,
and that the rising branch between the two Hadley cells (the mean ITCZ) tends to follow the seasonal excursions in the location of the sun, moving back and forth between 10N and 10S. If one looks at longitudinal variations of the circulations, the Hadley cells are much more coherent than the others. The mean rising/sinking branches affect the hydrological cycle as we shall see: the rising branches of the Hadley cells are generally relatively moist, and the sinking branches relatively dry.

**Conservation Equations for Angular Momentum**

For a particle located by the position vector \( \mathbf{r} \) in an inertial ref. frame, moving with a velocity \( \mathbf{v} \), its absolute angular momentum per unit mass is \( \mathbf{r} \times \mathbf{v} = \mathbf{M} \) and if a force \( \mathbf{F} \) is applied to the particle, conservation of momentum requires \( \frac{d\mathbf{M}}{dt} = \mathbf{F} \). The atmosphere is attached to the rotating earth, which has large angular momentum about the axis of rotation. If \( \hat{n} \) is a unit vector in the direction of the axis of rotation, and \( \Omega \) is the angular velocity about the axis, then a parcel moving with the earth moves with a velocity \( \Omega \hat{n} \times \mathbf{r} \), and a parcel of the atmosphere moving with a velocity \( \mathbf{c} \) relative to this will have a total angular momentum \( \mathbf{M} = \mathbf{r} \times (\Omega \hat{n} \times \mathbf{r} + \mathbf{c}) \); and the component in the direction of rotation will be \( \mathbf{M} \cdot \hat{n} \), or, with \( u = \) relative zonal velocity = \( r \cos \phi \lambda \), spherical coordinates, \( r, \phi, \lambda \), (origin at the center of the earth), \( \mathbf{M} = \mathbf{M} \cdot \hat{n} = \Omega r^2 \cos^2 \phi + ur \cos \phi \). If \( a \) is the radius of the earth, \( r = a + r' \), and in the atmosphere \( r' \leq 12 \) km, \( a = 6400 \) km; \( \therefore r' \ll a \), and we can approximate \( r = a \).

In the absence of any forces, \( \hat{n} \cdot \frac{d\mathbf{M}}{dt} = \frac{d}{dt} (\hat{n} \cdot \mathbf{M}) = \frac{d\mathbf{M}}{dt} = 0 \), and angular momentum about the axis of rotation is conserved, i.e.

\[
\Omega a^2 \cos^2 \phi + u a \cos \phi = \text{constant}
\]

The first term is the earth’s angular momentum, denoted \( M_e \), and the second term is the relative angular momentum, denoted \( M_a \). For example, if a parcel moves nearer or further from the equator, while maintaining the same distance from the center of the earth, then as \( \phi \) changes \( u \) must change. Since \( \cos \phi \) decreases as we move away from the equator \( u \) must increase, i.e., acquire a westerly component; and vice versa, a parcel moving towards the equator must acquire an easterly component. For example, consider a parcel that starts at the equator with \( u = 0 \). \( \therefore M = \Omega a^2 = \text{constant} \), and

\[
u a \cos \phi = \Omega a^2 (1 - \cos^2 \phi), \quad u = \Omega a \tan \phi \sin \phi.
\]

The relative total angular momentum of the atmosphere, \( M_a \), is
\[ M_{a} = \int_{\text{atm.}} M_{a} \, dm = \int_{\text{atm.}} ua \cos \phi \, dm \] where \( dm \) is a mass element. However, this is not necessarily a constant. As we saw in Figure 7.15 in Peixoto and Oort (1992), the seasonal cycle is stronger in the Northern Hemisphere, and thus we might expect \( M_{a} \) to be larger in DJF than in JJA. This is in fact the case, as shown in Figure 11.2 in Peixoto and Oort (1992). In order for \( M \) to be conserved, the earth’s angular momentum must change in a compensating way, i.e., \( \Omega \), or the length of the day, must change. This in fact does happen, as shown in Figure 11.2 in Peixoto and Oort (1992). Note that the fluctuations are very small: if \( \rho_{e} \) is the density of the earth, then the total angular momentum of the solid earth is

\[ M_{e} = \int \Omega r^{2} \cos^{2} \phi \, dm = \int \Omega \rho_{e} r^{4} \cos^{3} \phi \, dr \, d\lambda \, ; \]

and \( M_{e} = \frac{2}{5} m_{e} a^{2} \Omega \sim 6 \times 10^{33} \text{kgm}^{2}/s \), where \( m_{e} \) is the mass of the earth (assuming \( \rho_{e} = \) constant).

The fluctuations in \( M_{a} \) are \( \Delta M_{a} \sim 1 \times 10^{-26} \) (from Figure 11.2 in Peixoto and Oort (1992)) and therefore the compensating changes in \( M_{e} \) are

\[ \Delta M_{e} \sim \frac{2}{5} M_{e} a^{2} \Delta \Omega \sim M_{e} \frac{\Delta \Omega}{\Omega} \sim M_{e} \frac{\Delta T}{T} \], where \( T = \) length of day.

Thus the change in the length of day is given by \( \frac{\Delta M_{e}}{M_{e}} \sim \frac{10^{26}}{6 \times 10^{33}} \);

\[ \Delta T \sim \frac{8 \times 10^{4}}{6 \times 10^{7}} \sim 10^{-3} \text{ sec} \].

Note from Figure 11.2 in Peixoto and Oort (1992) that there does appear to be a secular trend in the length of day (not in \( M_{a} \)), which is believed to be due to exchanges of angular momentum between the earth’s crust and core. There is also some external forcing, i.e., tidal forcing (the earth’s rotation is slowing down very slowly), but these effects are even smaller than those seen in Figure 11.2 in Peixoto and Oort (1992).

There are two significant forces that do act to change \( M \) in the atmosphere, namely pressure forces and friction. Thus we can write for our conservation equation in spherical coordinates:

\[ \frac{dM}{dt} = -\frac{1}{\rho} \frac{\partial p}{\partial \lambda} + a \cos \phi F \]

where \( F \) is the frictional force in the longitudinal direction.

For the friction term, we can write
\[ \rho \ddot{\mathbf{F}} = -\nabla \cdot \mathbf{r} \]

where \( \mathbf{r} \) is the stress tensor and thus the x component is

\[ \rho \mathbf{F}_x = -\left( \frac{\partial \tau_{xx}}{\partial x} + \frac{\partial \tau_{yx}}{\partial y} + \frac{\partial \tau_{zx}}{\partial z} \right) = -\frac{\partial \tau_{xx}}{\partial z} \]

because near the earth’s surface where the friction is concentrated, the vertical shears are much stronger than the horizontal shears (H \( \ll \) L). Multiplying through by \( \rho \) and invoking continuity we have

\[ \frac{d(\rho M)}{dt} = \frac{\partial}{\partial t} (\rho M) + \nabla \cdot (\rho \mathbf{Mv}) = -\frac{\partial p}{\partial \lambda} - \cos \phi \frac{\partial r_{zz}}{\partial z}. \]

If we now integrate over the volume of the whole atmosphere,

\[ \int \nabla \cdot (\rho \mathbf{Mv}) dV = \int \rho \mathbf{Mv} \cdot \mathbf{n} dS = 0 \quad \text{(Gauss’ Theorem)}, \]

\[ -\int_{z_s}^{z_s} \frac{\partial \tau_{zz}}{\partial z} dz = \tau_0 = \text{surface wind stress, and} \]

\[ \int_0^{2\pi} \frac{\partial p}{\partial \lambda} d\lambda = 0 \quad \text{if } z > z_s, \text{ where } z_s(x, y) = \text{height of surface topography}, \]

but \( \neq 0 \) if \( z < z_s(x, y) \). Consider the case where there is a single mountain, as diagrammed, with the pressures indicated, at level \( z_1 \).
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\[ \int_{\lambda_1}^{\lambda_2} \frac{\partial p}{\partial \lambda} d\lambda = \int_{\lambda_1}^{\lambda_2} \frac{\partial p}{\partial \lambda} d\lambda + \int_{\lambda_2}^{2\pi} \frac{\partial p}{\partial \lambda} d\lambda = p(\lambda_1) - p_0 + p_0 - p(\lambda_2) = P_w'(z_1) - P_E'(z_1); \]

and we must sum the contribution over all mountains.
\[ \dot{\frac{\partial}{\partial t} \int \rho M dV} = T_M + T_F \quad \text{where} \]

\[ T_M = \int \sum_i (p_{E,i}^i - p_{W,i}^i) dA = \int \frac{\pi}{2} a^2 \cos \phi d\phi \int_0^{\pi/2} d\theta \sum_i (p_{E,i}^i - p_{W,i}^i), \]

\[ T_F = \int a \cos \phi \tau_0 dA = \int \int a^3 \cos^2 \phi \tau_0 d\lambda d\phi . \]

Thus the total angular momentum of the atmosphere can only be changed by mountain torques or surface stresses. If the system is stationary, then these must sum to zero. Note that \( \tau_0 \) acts against the surface winds. Thus if the winds are from the west (\( u > 0 \)), \( \tau_0 < 0 \); and from the east (\( u < 0 \)), \( \tau_0 > 0 \).

**Conservation Equation for Relative Angular Momentum**

Now let us put the angular momentum equation in a more convenient form. Let

\[ M = \Omega a^2 \cos^2 \phi + M_a \]

and substitute into our equation. Since

\[ \frac{d}{dt} = \frac{\partial}{\partial t} + u \frac{\partial}{\partial \lambda} a \frac{\partial}{\partial \phi} + v \frac{\partial}{\partial \phi} + w \frac{\partial}{\partial z} \]

and

\[ \frac{d}{dt} (\Omega a^2 \cos^2 \phi) = -2 \Omega a^2 \cos \phi \sin \phi \frac{\phi}{a} = -f v a \cos \phi \]

where \( f = 2 \Omega \sin \phi \) = Coriolis Parameter.

\[ \therefore \frac{dM_a}{dt} = - \frac{1}{\rho} \frac{\partial p}{\partial \lambda} + a \cos \phi (fv + F) \]

and we recognize the Coriolis Force. This accounts for the changes in \( u \) when a parcel moves to a different latitude, as required by momentum conservation. (If we substitute \( M_a = a \cos \phi u \) this would become the conventional equation for \( u \) on a rotating sphere.)

**Oort and Peixoto’s Balancing Method**

Note that the equation that Oort and Peixoto (1983) used to calculate \( \nabla \phi \) indirectly was based on the equation for angular momentum conservation. For the relative angular momentum, \( M_a = a \cos \phi u \), in pressure coordinates, we have
\[
\frac{dM_a}{dt} = \frac{1}{\cos \phi} \frac{\partial}{\partial \lambda} (uM_a) + \frac{1}{\cos \phi} \frac{\partial}{\partial \phi} (v \cos \phi M_a) + \frac{\partial (\omega M_a)}{\partial p} = \cos \phi (fv + F_x) - g \frac{\partial Z}{\partial \lambda}.
\]

Now average zonally and in time, and combine the mountain torque and friction into a single force \( F \):

\[
\therefore \frac{1}{\cos \phi} \frac{\partial}{\partial \phi} (\cos \phi [\bar{v} M_a]) + \frac{\partial}{\partial p} [\omega M_a] = \cos \phi (f[\bar{v}] + [\bar{F}]).
\]

\[
[\bar{v} M] = \cos \phi [\bar{u} v] = \cos \phi ([\bar{u}][\bar{v}] + [\bar{u} * \bar{v}^*] + [\bar{u}' \bar{v}']).
\]

The eddy fluxes can be calculated from observations. Above the boundary layer, \( p < 875 \) mb, Oort and Peixoto neglected the boundary layer term, \([\bar{F}]\), and also assumed that vertical eddy fluxes can be neglected, i.e., that \([\omega M_a] \neq \cos \phi [\bar{u}][\bar{v}]\). Then the equation can be written

\[
\frac{1}{\cos \phi} \frac{\partial}{\partial \phi} (\cos^2 \phi [\bar{u}][\bar{v}]) + \frac{\partial}{\partial p} (\cos \phi [\bar{u}][\bar{v}])
\]

\[
= \cos \phi f[\bar{v}] - \frac{1}{\cos \phi} \frac{\partial}{\partial \phi} (\cos^2 \phi ([\bar{u} * \bar{v}^*] + [\bar{u}' \bar{v}']))
\]

\[
= [\bar{v}] \frac{\partial}{\partial \phi} (\cos \phi [\bar{u}]) + \cos \phi [\bar{v}] \frac{\partial}{\partial p} [u]
\]

because of continuity,

\[
\frac{1}{\cos \phi} \frac{\partial}{\partial \phi} \cos \phi [\bar{v}] + \frac{\partial}{\partial p} [\bar{v}] = 0.
\]

These represent two coupled equations for \([\bar{v}]\) and \([\bar{v}]\). Oort and Peixoto (1983) took \([\bar{u}]\) and the meridional eddy fluxes from the observations, and Oort and Peixoto solved them iteratively to find \([\bar{v}]\) above the B.L.

**Balance Equation for a Latitudinal Belt**

Now we multiply the general equation for \( M_a \) by \( \rho \) and write the equation in flux form:
Now we consider the balance that maintains $\rho M_a$, the relative angular momentum of the atmosphere. First we consider a stationary state (annual mean or solstice season) so $\frac{\partial}{\partial t} = 0$. Then we integrate vertically, applying the B.C. that $w = 0$ at $z = z_s, \infty$.

Next we integrate zonally, and invoke the cyclicity of $\rho u M_a$ (note that $u = 0$ on the sides of mountains). Note also that mass conservation requires that

$$\int_{z_s}^{2\pi} d\lambda \int_0^z \rho v M_a dz = 0.$$

Thus this term, which represents the transport of the earth’s angular momentum, has no net momentum transport. We can integrate $\frac{\partial p}{\partial \lambda}$ as before to pick up the mountain torques. Thus we obtain

$$\frac{1}{\cos \phi} \frac{\partial}{\partial \phi} \int_{z_s}^{2\pi} d\lambda \int_0^z \rho v M_a \cos \phi dz$$

$$= \int_{z_s}^{2\pi} \sum_{\lambda} (p_E^1 - p_w^1) dz + \cos \phi \int_0^{2\pi} \tau_0(\lambda) d\lambda.$$

If we adopt the convention that $v = 0$ when $z < z_s$, then in the first integral we can replace the lower limit by $z = 0$ and then change to pressure coordinates. Then also introducing the $[\ ]$ operator we have

$$\frac{1}{\cos \phi} \frac{\partial}{\partial \phi} \int_{0}^{2\pi} d\lambda \int_0^{p_0} \rho v M_a \cos \phi dp = \frac{2\pi}{\cos \phi} \int_0^{p_0} \frac{\partial}{\partial \phi} (\rho v M_a \cos \phi) dp,$$

where $p_0 = \text{constant pressure} > p_s(\text{max})$.

$\therefore$ we can rewrite our balance equation as follows:
Thus the divergence of relative angular momentum in a latitude belt (width \( d\phi \to 0 \)) must be balanced by mountain torques and surface stress.

\[
\frac{1}{2\pi} \int_{\phi}^{\phi+\Delta\phi} \frac{\partial}{\partial \phi} (|vM_a| \cos \phi) d\phi = \frac{g}{2\pi} \sum_i (p_e^i - p_w^i) \frac{dz}{\sin \phi} + a \cos \phi \tau_0
\]
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Note that the dynamical transport term can be written as
\[
[vM_a] = \cos \phi [uv] = \cos \phi \{[\bar{u}][\bar{v}] + [\bar{u}^* \bar{v}^*] + [\bar{u}' \bar{v}']\}.
\]

Thus we can analyze the data to determine the different contributions to the total transport of relative angular momentum. Note also that if we now integrate over all latitudes, multiplying by the area element for a latitude belt,

\[
2\pi a^2 \cos \phi d\phi
\]

since \( v \to 0 \) at \( \phi = \pm \pi / 2 \), we obtain:

\[
g \int_{z_e}^{z_*} dz \int_{-\pi/2}^{\pi/2} a^2 \cos \phi d\phi \sum_i (p_e^i - p_w^i) + 2\pi a^3 g \int \cos^2 \phi d\phi [\tau_0] = 0
\]

i.e., the total area weighted sum of the mountain torques plus frictional stress must equal zero.

**Observational Analyses:** Figure 11.7 in Peixoto and Oort (1992) shows the annual mean total meridional angular momentum transport and its components as functions of height and latitude. This is from Peixoto and Oort (1983) – the 10-year MIT G.C. library. (Note that at a given level, the Coriolis term would dominate). We note:

1) Total \([uv]\) is approximately anti-symmetric about the equator.
2) It is generally poleward, except at high latitudes.
3) It peaks at \( \sim 200 \text{ mb, } 30^\circ \text{ latitude.} \)
4) It is dominated by the TE flux, \([\overline{u'}v']\).
5) \([\overline{u}][\overline{v}]\) reflects the three celled \([\overline{\psi}]\).
6) The stationary eddies are primarily in the Northern Hemisphere.

The vertically averaged transports, i.e., \( \frac{1}{p_s} \int_0^{p_s} [uv] dp \), etc., are shown in Figure 11.8 in Peixoto and Oort (1992). To convert these to total angular momentum we would have to multiply them by \( \frac{2\pi a^2}{g} \cos^2 \phi \). If \( p_s = 1000 \text{ mb} \), then \( \frac{2\pi a^2 p_s}{g} = 2.56 \times 10^{18} \text{ kg} \). The seasonal results, as well as the annual means, are shown. We note

1) \([u'v']\) dominates in all seasons.
2) \([\overline{u'^*\overline{v'^*}}]\) is quite important in the Northern Hemisphere in winter.
3) The strong seasonal cycles in \([\overline{u'^*\overline{v'^*}}]\) and \([\overline{v}][\overline{u}]\).

What about the remaining terms in the balance? The mountain torque can in principle be calculated from maps of \( p \) and \( z_s \) (topography). The former analyses, based on weather station data, is at much lower resolution than the latter. The one analysis that has been carried out was by Newton (1971a). His \( p \) data is at a much lower resolution (“synoptic” resolution) than topographic data, and thus his calculations in effect ignored torques acting on small scale topographic roughness. He used climatological data mainly for 1000 mb and 850 mb pressure surface heights, and linearly interpolated between them to get \( p(z) \). He combined these with topographic profiles to calculate

\[
\int_0^Z \sum_i (p_E - p_W) dz
\]

every 5° of latitude. Some examples of his results are shown in Figure 1 in Newton (1971a). On the left are topographic profiles at 35N and pressure height profiles. On the right are the deduced \( \Delta p \)'s (= \( p_E - p_W \)) vs. height acting on the smoothed topography. The zonal mean results are shown in Figure 11.12 in Peixoto and Oort (1992). These calculations should be pretty good (except for the unresolved component) because data on \( p \), \( \phi \), \( z_s \) are good.

The units are “Hadleys”, 1 Hadley = \( 10^{18} \text{ kg m}^2\text{s}^2 \).

The frictional torques are even harder to calculate. Attempts to do so have been based on the common parameterization of surface torque used in models, i.e.,

\[
\tau_0 = -\rho c_D \left| \overline{v_s} \right| u_s
\]

where “s” indicates surface values, and \( c_D \) is a “drag” coefficient. The problem with calculations like this is that the formula is nonlinear, so that the mean \( \tau_0 \) is not given solely by the mean winds, and that near the surface the winds are turbulent, and vary on short time scales that are not resolved by the station observations. Also \( c_D \) is not a constant, but in general depends on the stability of the B.L. (i.e., the Richardson number) and the surface roughness.
Newton (1971b) gathered in one figure different calculations of mean surface drag based on the drag law (Figure 1 in Newton (1971b)). Note the different formulas used for $c_D$, shown in the figure’s inset. There is at least qualitative agreement among them. 3 are just for oceans; one (Kung, $\Delta$’s) includes land, but is not global. Note the stronger drags in the Southern Hemisphere.

By contrast it is much easier to calculate the divergence of $[\nabla M_a]$, because this is produced by large scale circulations that are relatively well resolved by the observing network, at least in the Northern Hemisphere. Thus in practice $[\tau_0]$ is calculated as a residual from the angular momentum balance equation:

$$ag\cos\phi[\tau_0] = \frac{1}{\cos\phi} \int_0^{p_h} \frac{\partial}{\partial \phi} (\nabla M_a) \cos\phi \, dp - \frac{g}{2\pi} \int_0^\infty dz \sum_i (p_i^e - p_i^w).$$

The divergence term, calculated again by Oort and Peixoto (1983) from the same analysis as Figures 11.7 and 11.8 in Peixoto and Oort (1992), is shown in the left side of Figure 11.12 in Peixoto and Oort (1992). It is plotted as the total torque needed to balance the divergence. We see that there is a strong westward torque required in mid latitudes, and a strong eastward torque in low latitudes. Comparing with the mountain torque on the right, we see that the mountain torque is generally positively correlated with the required torque, but is weaker, ranging from about half of the required torque in northern mid latitudes to about 1/8 in southern mid latitudes. The much smaller mountain torque in the Southern Hemisphere is what we would expect, because of the relative lack of mountains in the Southern Hemisphere. The difference must be balanced by the frictional torque. Referring to Figure 1 in Newton (1971b), again, we see that this is consistent with the estimated stronger frictional torque in the Southern Hemisphere. Indeed if we add the frictional and mountain torque together there is a rough quantitative agreement with the required torque. We can schematically summarize the atmosphere’s angular momentum cycle as follows.

![Diagram showing atmospheric angular momentum cycle.](Figure by MIT OCW.)
where $F = \text{friction torque}$, $MT = \text{mountain torque}$. We can infer vertical transports in the atmosphere and horizontal transports/torques below the surface in the land and oceans. These are both hard to measure, but could be calculated as residuals. Also the high latitude results in the atmosphere are not very reliable.

There has been one analysis of the atmospheric angular momentum balance based on the NCEP/NCAR re-analysis by Huang et al. (1999). Note that this model (like most nowadays) includes a parameterization of gravity wave drag, i.e., a parameterization of the effect of gravity waves generated by sub-grid scale topography. These gravity waves propagate into the stratosphere where they break and act as a drag on the westerly winds there. The momentum they deposit there is generated near the surface by mountain torques associated with the sub-grid scale topography, i.e., the stress associated with them must be parameterized. Huang et al. (1999) used 29 years of re-analysis data (1968-96). The basic equation that Huang et al. used to analyze the momentum balance was that for the total angular momentum,

$$\frac{\partial}{\partial t} \left( \rho M + \nabla \cdot (\rho M) \right) = - \frac{\partial p}{\partial \lambda} - a \cos \phi \left( \frac{\partial \tau_{\text{tw}}}{\partial z} + \frac{\partial \tau_{\text{GW}}}{\partial z} \right)$$

where we have now added a term $\tau_{\text{GW}}$ to represent the gravity-wave drag. If we integrate this over the whole atmosphere, the divergence of the dynamical transport integrates to zero, and we obtain

$$\frac{\partial \mathcal{M}}{\partial t} = \frac{\partial M_{\text{a}}}{\partial t} = T_M + T_F + T_G$$  (Note that $\mathcal{M} = M_{\text{a}}$ because the Coriolis term integrates to zero.)

where

$$\mathcal{M} = \int M dm = \int \rho M dV,$$

$$T_{\text{GW}} = \pi/2 \int_{-\pi/2}^{\pi/2} d\phi \int_{0}^{2\pi} a^3 \cos^2 \phi \tau_{\text{GW,S}} d\lambda d\phi,$$

$$\tau_{\text{GW,S}} = \text{the gravity wave stress at the surface},$$

$T_M$ and $T_F$ are defined as previously.

Note that in equilibrium, or in an annual mean, each side of the equation should be zero, but there is a seasonal cycle in $\mathcal{M}$, as we noted before, or at least there is in the relative angular momentum.

Huang et al. calculated the mean seasonal cycle for $\mathcal{M}$, $T_M$, $T_F$, and $T_G$ from the 29 years of re-analysis data. In the re-analysis, data on $u$ and $p$ are directly assimilated, and thus we would expect $\mathcal{M}$ and $T_M$ to be directly controlled by the data. On the other hand $T_F$ and $T_G$ are parameterized, and this will introduce error independent of errors in the
observations or analysis. Huang et al. made the plausible assumption that if there is substantial error, i.e., the above equation is not well satisfied, then the main errors are likely to be in the sub-grid scale parameterizations. However, recall Oort (1978)’s result (Figure 12 in Oort (1978)) that there are huge errors in [uv] analyzed in the Southern Hemisphere. Figure 4 (top) and Figure 5 (top) in Huang et al. (1999) shows the mean difference (bias) between the torque required to explain \( \frac{d\mathcal{M}}{dt} \) and that calculated by the model. Thus Figure 5 (top) in Huang et al. (1999) shows that on average, the total torque is about 10 Hadleys too large (too westward). This is huge when one recalls that the net torques locally are \( \sim \) 5 Hadleys (see Figure 11.12 in Peixoto and Oort (1992)). Recall that

\[
\mathcal{M}_a \sim 1.4 \times 10^{26} \text{ kg m}^2/\text{s} \quad \text{and that} \\
1 \text{ Hadley} = 10^{18} \text{ kg m}^2/\text{s}^2.
\]

Thus if the NCEP model was not restrained by observations, the imbalance of 10 Hadleys implies a spin-down time of

\[
t \sim \frac{1.4 \times 10^{26}}{10^{19}} = 1.4 \times 10^7 \text{ sec.} \sim \frac{1}{2} \text{ year!}
\]

This is confirmed by Figure 8 in Huang et al (1999), which shows what happens in NCEP forecasts starting from observed (analyzed) states, compared to the actual subsequent observations. The relative angular momentum of the atmosphere systematically decreases compared to the observations, and rather rapidly. This is strong evidence of systematic bias in the NCEP model, and again raises the question of whether the results of data-assimilation based re-analyses are superior to purely data-based analyses. It also illustrates that a good NWP model is not necessarily a good climate model.

Where is the error in the NCEP model? Huang et al made several comparisons to gain insight about this. They noted that, if TGW is omitted, the angular momentum is much more closely in balance, as shown in the top of Figure 4 in Huang et al (1999). Without TG, the imbalance overall is reduced to about 2 Hadleys. They also compared their results with Newton (1972)’s earlier results which did not use a model. The comparison is shown in Figure 7 in Huang et al (1999). Their results for TM + TF are in excellent agreement with the earlier results, as shown in Figure 7 (a) in Huang et al (1999). However, note that Newton’s result is not in such good agreement with Peixoto and Oort (1992). (Compare Figure 11.12 in Peixoto and Oort (1992) with Figure 7a in Huang et al (1999)). In Newton’s result at 40N TM + TF in the annual mean is about -4 while Peixoto and Oort’s result is about -5.3. Since TF in Peixoto and Oort’s calculation was calculated as a residual, it could include some gravity wave drag. TG is shown separately in Figure 7 (d) in Huang et al (1999). It peaks at -1.8 Hadleys at 40N; and is opposite to \( \mathbf{v}_s \). As expected, it is strongest in latitudes where it is most mountainous, and
in those regions it is comparable to $T_M + T_F$. Huang et al. speculated that gravity wave
drag is the main culprit; i.e., that the parameterization of $\tau_{gw}$ is poor. However the
inadequacy of the rawinsonde network in the Southern Hemisphere might also be at fault.

**Momentum Balance in Quasi-geostrophic Models**

Finally we make a few comments about the required angular momentum balance in
simplified models. In mid and high latitudes the motions are quasi-geostrophic, and thus
in rectangular pressure coordinates we can write:

$$\frac{\partial u}{\partial t} + \frac{\partial}{\partial x} (u^2) + \frac{\partial}{\partial y} (uv) = fv - \frac{\partial \Phi}{\partial x} + g \frac{\partial \tau}{\partial p}$$

Furthermore we assume that there is no topography and thus no mountain torque or
gravity wave drag, and that the flow is stationary (annual mean, etc.). Then if we
integrate zonally and vertically we are left with

$$0 + 0 + \int_0^{p_0} [uv] dp = 0 + 0 + g \tau_0.$$

Furthermore $[uv] = [(u^*) ([v] + v^*)] = [u^* v^*]$ because to lowest order $fv = \frac{\partial \Phi}{\partial x}$.

$$\therefore \int_0^{p_0} [u^* v^*] dp = g \tau_0 = -\rho g c_D |v_s| u_s.$$  
Therefore to lowest order the only contribution to the angular momentum flux is the eddy
flux. This is a good approximation, as seen in Figure 11.7 in Peixoto and Oort (1992).
Furthermore, when we have a convergence of eddy momentum flux, as in mid-latitudes
as shown in Figure 11.7 in Peixoto and Oort (1992), this has to be balanced by surface
westerlies, i.e., $u_s > 0$, which is what is observed. This picture is qualitatively correct,
although mountain torque and perhaps gravity wave drag contribute some of the surface
torque in the Northern Hemisphere.

Qualitatively we can regard the surface westerlies in mid-latitudes as being forced by the
convergence of eddy momentum fluxes in that region. In order for this convergence to
occur in the Northern Hemisphere, $u^*$ and $v^*$ must be negatively correlated in higher
latitudes and positively correlated in lower latitudes as shown:
Note that the momentum transport by the eddies is up the gradient of angular momentum, i.e., it is strengthening the mid-latitude jet stream. Note particularly that in the Northern Hemisphere there is convergence of momentum between 30N and 60N and the maximum in [u] is at 35N (see Figures 7.15 and 11.8 in Peixoto and Oort (1992)).

**Kinetic Energy:** Later in the course we will look at the balance of kinetic energy in the atmosphere in the context of the total atmospheric energy cycle. However, there are some aspects of the kinetic energy which tie in with the angular momentum balance, and so we look at the kinetic energy here. We write the kinetic energy per unit mass:

\[
K = \frac{1}{2}(u^2 + v^2 + w^2) \approx \frac{1}{2}(u^2 + v^2).
\]

\(w^2\) is completely negligible because of the small aspect ratio:

\[
\frac{w}{u} \approx \frac{H}{L} \sim 10^{-2}, \quad w^2 \sim 10^{-4} u^2; \quad \text{and in mid-high latitudes it is even smaller because the Rossby number is small:} \quad \frac{w}{L} R_o, \quad R_o \sim 10^{-1}.
\]

As usual, we will focus on the zonal mean, since longitudinal variations in the time mean state are smaller than in the latitudinal and vertical directions, i.e., \(\Delta \bar{u}_{\text{long}} \sim 100 \text{ m}^2/\text{s}^2\) in the Northern Hemisphere and \(\sim 50 \text{ m}^2/\text{s}^2\) in the Southern Hemisphere vs 300 m\(^2\)/s\(^2\) in the vertical and latitudinal directions. The zonal mean can be decomposed in our usual fashion:

\[
\bar{[u^2]} = [\bar{u}]^2 + [\bar{u} *^2] + [\bar{u}''^2], \quad \text{etc, and}
\]

\[
\therefore K = K_M + K_{SE} + K_{TE}, \quad \text{where} \quad K_M = \frac{1}{2}([\bar{u}^2] + [\bar{v}^2]),
\]

\[
K_{SE} = \frac{1}{2}([\bar{u} *^2] + [\bar{v} *^2]), \quad \text{etc.}
\]
Note that in the case of $K_M$, $[\mathbf{v}] \sim 10^{-1}[\mathbf{u}]$ and thus to a very good approximation

$$K_M \approx \frac{1}{2}[\mathbf{u}^2].$$

Figure 7.22 in Peixoto and Oort (1992) illustrates the annual mean distribution of $K$, $K_{TE}$, $K_{SE}$, and $K_M$ vs $\phi$ and $p$. We note:

1. $K_{TE} \sim K_M$
2. The smallness of $K_{SE}$
3. $K$, $K_{TE}$, and $K_M$ are approximately symmetric about $0^\circ$.

Figure 7.20 in Peixoto and Oort (1992) shows the vertical mean of the individual components of $K_M$, $K_{TE}$, $K_{SE}$. The seasonal cycle is now included and we note:

4. The seasonal cycle in $K_{SE}$ is strong and $K_{SE}$ is significant in Northern Hemisphere winter.

5. $[u'^2] \sim [v'^2]$. This is particularly interesting. This “equi-partition” between the two components of $K_{TE}$ tells us that typical TE’s, because they are quasi-geostrophic, are “square”:

$$fv = g \frac{\partial Z}{\partial x}, \quad fu = -g \frac{\partial Z}{\partial y}$$

$$\therefore \frac{|u'|}{|v'|} \sim \left(\frac{\langle u'^2 \rangle}{\langle v'^2 \rangle}\right)^{1/2} \sim \frac{g}{L_y} \frac{Z}{g} \frac{L_x}{L_y} \sim 1.$$

Thus typical TE scales are the same in the N-S and E-W directions. Finally

6. We can calculate the correlation between $u'$ and $v'$ which is responsible for maintaining the angular momentum balance:

$$r = \frac{\langle u'v' \rangle}{\left(\langle u'^2 \rangle \cdot \langle v'^2 \rangle\right)^{1/2}}.$$

Referring to Figures 11.7, 7.20 and 7.22 in Peixoto and Oort (1992) we have at the peak in $[u'v']$ in the annual mean in both hemispheres:

$$K_{TE} = \frac{1}{2}\left(\langle u'^2 \rangle + \langle v'^2 \rangle\right) \sim \langle u'^2 \rangle \sim \langle v'^2 \rangle$$

$$\therefore r = \frac{|u'v'|}{|K_{TE}|} \sim \frac{40 \text{ m}^2/\text{s}^2}{200 \text{ m}^2/\text{s}^2} \sim 0.20$$

Thus the eddies are not very efficient at transporting momentum into mid-latitudes.
Equation for the Kinetic Energy in \([u]\): This equation shows a useful relation between the kinetic energy in \([u]\) and the angular momentum balance. We start with our equation for conservation of angular momentum (see Starr and Gaut, 1969):

\[
\frac{\partial}{\partial t}(\rho M) + \nabla \cdot (\rho M) = -\frac{\partial p}{\partial \lambda} + a \cos \phi F_t
\]

where \(M = \Omega a^2 \cos^2 \phi + ua \cos \phi\), and we now let \(F_t = \text{total surface force due to everything, friction, MT, GW, etc.}\) In this derivation we will neglect horizontal and time variations in \(p\), i.e., assume that \(\rho = \rho(z)\) only. We can relate the horizontal variations in \(\rho\) to those in \(p\) through the equation of state:

\[
p = R\rho T, \quad \therefore dp = RpdT + RTdp; \quad \frac{dp}{\rho} = \frac{dT}{T} + \frac{d\rho}{\rho};
\]

From the first law of thermodynamics, if \(\alpha = \frac{1}{\rho}\), for adiabatic motion

\[
c_v \frac{dT}{dt} + p \frac{d\alpha}{dt} = 0;
\]

\[
\therefore c_v dT = -p d\alpha = \frac{p}{\rho^2} dp
\]

\[
\therefore \frac{dT}{T} = \frac{p d\rho}{c_v \rho^2 T} = \frac{R d\rho}{c_v \rho}; \quad R = c_p - c_v, \quad \gamma = \frac{c_p}{c_v}
\]

\[
\therefore \frac{d\rho}{p} = \frac{R d\rho}{c_v \rho} + \frac{d\rho}{\rho};
\]

\[
\therefore \frac{d\rho}{\rho} = \frac{d\rho}{p} \frac{c_v}{c_v + R} = \frac{dp}{p} \frac{1}{\gamma};
\]

Now we estimate \(dp\) from the horizontal momentum equation:

\[
fu = -\frac{1}{\rho^2} \frac{\partial p}{\partial y} + \cdots; \quad \therefore fu \sim \frac{dp}{\rho L};
\]
\[ R_0 = \frac{u}{\rho L} \quad \therefore \quad \frac{u^2}{R_0 L} \sim \frac{dp}{\rho L} \]

\[ \therefore \frac{dp}{\rho} \sim \frac{1}{\gamma p} \frac{u^2}{R_0} \sim \frac{1}{\gamma R T} \frac{u^2}{c^2 R_0} \]

where \( c = \text{speed of second} \sim 330 \text{ m/s}; \)

\[ \therefore \frac{dp}{\rho} \sim \frac{10^2}{(3.3 \times 10^3)^2} \frac{1}{10} \sim 10^{-4} \]

The vertical variations are of course \( O(1) \): \( \rho \sim \rho_0 e^{-z/H} \), and \( H \sim 8 \text{ km} \).

Now we substitute \( u = [u] + u^* \) in the angular momentum equation’s first term

\[ \frac{\partial}{\partial t} (\rho M) = \frac{\partial}{\partial t} \{ \rho a^2 \cos^2 \phi + \rho a \cos \phi ([u] + u^*) \} \]

\[ = a \cos \phi \frac{\partial (\rho [u])}{\partial t} + a \cos \phi \frac{\partial (\rho u^*)}{\partial t}. \]

Substitute this into the angular momentum equation and multiply by \( \frac{[u]}{a \cos \phi} = [\dot{\lambda}] \)

\[ \therefore [u] \frac{\partial (\rho [u])}{\partial t} + [u] \frac{\partial (\rho u^*)}{\partial t} + [\dot{\lambda}] V \cdot \rho M \vec{\nu} = -[\dot{\lambda}] \frac{\partial}{\partial \lambda} + [u] F. \]

The first term is just \( \frac{\partial}{\partial t} \left( \frac{1}{2} \rho [u]^2 \right) \), the rate of change of the mean kinetic energy in \([u]\). \([\ddot{\lambda}]\) is just the mean angular velocity relative to the rotating system. Now we integrate over the volume of a polar cap:

\[ dV = a^2 \cos \phi dz d\lambda d\phi, \quad 0 \leq z \leq \infty, \quad 0 \leq \lambda \leq 2\pi, \quad \phi_o \leq \phi \leq \pi / 2. \]

When we perform the integration over \( \lambda \), we lose the second term on the left and the first on the right (i.e., we incorporate the mountain torque into \( F. \)) The third term on the left loses the \( x \) and \( p \) terms. Thus

\[ \frac{\partial}{\partial t} \int_{pc} \left( \frac{1}{2} \rho [u]^2 \right) dA = -\int_{pc} [\dot{\lambda}] \frac{\partial}{\partial \phi} \left[ \rho v M \cos \phi \right] dA + \int_{pc} [u] F. dA \]
where \( dA = 2\pi a^2 \cos \phi dzd\phi \), \( M_a = ua \cos \phi \).

The first term on the right now in effect represents a potential source term for \([u]^2\), while the second is generally a sink associated mainly with surface dissipation. From this first term, we see that there is kinetic energy generated in \([u]\) if \([\dot{\lambda}]\) and the divergence of \(\rho vM\) are negatively correlated, i.e., if there is convergence of angular momentum where the angular velocity is large. And conversely it is dissipated if there is a divergence of angular momentum where the angular velocity is large.

Figure 1a in Peixoto et al. (1973) shows the annual mean distribution of \(a[\lambda] = \frac{[\bar{u}]}{\cos \phi}\) from 6 different analyses (the analysis differences are however small.) The distribution is of course similar to that of \([\bar{u}]\) – see Figure 7.15 in Peixoto and Oort (1992) – except that the jet stream is broader on the poleward side. We note that the meridional momentum transport by the relative motions, averaged zonally, is

\[ [\rho a \cos \phi uv] = \rho a \cos \phi [uv] , \]

i.e., the \([uv]\) transport seen in Figure 11.7 in Peixoto and Oort (1992) is also relevant here. The convergence seen in Figure 11.7 in Peixoto and Oort (1992) poleward of the peaks in \([uv]\) around 30° latitude is just enhanced by the \(\cos \phi\) factor.

\[ (N.B. \frac{1}{\cos \phi} \frac{\partial}{\partial \phi} (A \cos \phi) = \frac{\partial A}{\partial \phi} - \tan \phi A; \; \therefore \; \text{convergence is increased.}) \]

Thus between about 30° and 50° latitude there is strong generation of mean zonal kinetic energy, i.e. of \([u]^2\). There is also generation in low latitudes where there is divergence of angular momentum transport because \([\ddot{\lambda}] < 0\).

**Zonal Kinetic Energy** \((\frac{1}{2}[\bar{u}]^2)\) **annual mean budget in the Northern Hemisphere**

\[
\frac{\partial}{\partial t} \int \left(\frac{1}{2} \rho [u]^2\right) dA = -\int \frac{[\ddot{\lambda}]}{a \cos \phi} \frac{\partial}{\partial \phi} [\rho vM_\phi \cos \phi] dA - \int [u]F_t dA = 0
\]
Referring to Figure 11.7 in Peixoto and Oort (1992), we see that $[\bar{u}\ast\bar{v}]$ is correlated with $[u'v']$, but is weaker. Thus the SE’s and TE’s have similar tilts. $[\bar{u}][\bar{v}]$ generally supports the eddies in the tropics and mid-latitudes, although the latitudes of maximum convergence in mid-latitudes are offset. The MMC component can be understood from the $[\bar{v}']$ and $[\bar{u}]$ distributions.

**Sources of Total Kinetic Energy**

The kinetic energy can be analyzed in the context of the atmosphere’s full energy cycle, which we will do later in the course. It can also be analyzed in both $z$ and $p$ coordinates, and it is instructive to do both. In $z$ coordinates, we start from our earlier equation

$$\rho \frac{d}{dt} \left( \frac{1}{2} V^2 \right) = -\bar{v} \cdot \nabla p - \rho \bar{v} g + \rho \bar{v} \cdot \bar{F}$$

where $V^2 = u^2 + v^2 + w^2$, i.e., we have not made the assumption of H.E. Now we define $K = \frac{1}{2} \rho V^2$, and use continuity to write the LHS by taking $\rho$ inside the derivatives, i.e.,
\[
\frac{d}{dt} \left( \frac{1}{2} V^2 \right) = \frac{\partial K}{\partial t} + \nabla \cdot \vec{v} K = -\vec{v} \cdot \nabla p - \rho \vec{g} \cdot \vec{v} + \frac{\partial F}{\partial t}.
\]

Now integrate over the whole domain, \( dV = dx dy dz \):

\[
\int \nabla \cdot \vec{v} K dV = 0 \text{ because of Gauss’ Theorem and the boundary condition } \vec{v} \cdot \hat{n} = 0
\]

\[-\int \vec{v} \cdot \nabla p dV = \int p \nabla \cdot \vec{v} dV = -\int \frac{p}{\rho} \frac{d\rho}{dt} dV. \text{ (ditto plus continuity)}
\]

\[\therefore \frac{\partial}{\partial t} \int K dV = \int \rho p \frac{d\alpha}{dt} dV - \int \rho w g dV + \int \rho \vec{v} \cdot \vec{F} dV.
\]

The first term we recognize from the first law of thermodynamics:

\[
c_v \frac{dT}{dt} + p \frac{d\alpha}{dt} = \dot{H}, \quad \therefore \rho c_v \frac{dT}{dt} = \rho \dot{H} - \rho p \frac{d\alpha}{dt}.
\]

Thus the first term on the RHS of the K equation and the last term on the RHS of the T equation represent the conversion of internal to kinetic energy,

\[
C(I,K) = \int p \nabla \cdot \vec{v} dV = \int \rho p \frac{d\alpha}{dt} dV,
\]

i.e., the kinetic energy created by the expansion (divergence) of the fluid is at the expense of the internal energy.

The second term on the RHS of the K equation is the conversion of potential to kinetic energy, i.e.,

\[
C(P,K) = -\int \rho w g dV,
\]

i.e., if light air rises and heavy air sinks, potential energy is converted to kinetic energy. Note that in equilibrium, if there is no flow of mass into the system,

\[
\int \rho w g dA = C(P,K) = 0,
\]

and thus no conversion of potential to kinetic energy. And finally the last term on the RHS of the K equation represents frictional dissipation, and is always negative since \( \vec{F} \) is always opposed to \( \vec{v} \). (Also recall that this term contributes to \( \dot{H} \) in the T equation.)
But it is also instructive to look at the kinetic energy equation in pressure coordinates, in which, with the assumption of a small aspect ratio, our equations of motion are

\[
\begin{align*}
\frac{du}{dt} &= fv - g \frac{\partial Z}{\partial x} + F_x \\
\frac{dv}{dt} &= -fu - g \frac{\partial Z}{\partial y} + F_y \\
0 &= -g \frac{\partial Z}{\partial p} + \frac{1}{\rho}.
\end{align*}
\]

The kinetic energy per unit mass is \(K = \frac{1}{2}(u^2 + v^2)\). Therefore multiply the first two equations by \(u\) and \(v\), respectively, and add:

\[
\cdot \frac{dK}{dt} = -g\left(u \frac{\partial Z}{\partial x} + v \frac{\partial Z}{\partial y}\right) + uF_x + vF_y;
\]

Now integrate over the whole volume of the system in pressure coordinates: 
\(dV = dx\,dy\,dp\): We can simplify as follows: since

\[
\frac{dK}{dt} = \frac{\partial K}{\partial t} + \vec{\nabla} \cdot \vec{v} \nabla K;
\]

\[
\int \vec{v} \cdot \nabla KdV = \int \nabla \cdot \vec{v} KdV - \int K \nabla \cdot \vec{v} dV = \int \nabla \cdot \vec{v} KdV \quad \text{since} \quad \nabla \cdot \vec{v} = 0 \quad \text{in} \quad p \quad \text{coordinates;}
\]

and by Gauss Theorem \(\int \nabla \cdot \vec{v} KdV = \int \vec{v} \cdot \hat{n} KdS\).

In pressure coordinates \(\vec{v} \cdot \hat{n} = 0\) on all surfaces except the lower one, i.e., because of cyclicity there is no horizontal flow into the system, and at the upper boundary \(p = 0, \quad \omega = \hat{p} = 0\) by definition. At the lower boundary, \(p = p_s(x,y,t), \omega = \omega_s\). However at this boundary \(K = 0\) because of the frictional boundary condition. Therefore this term is also zero. Similarly, for the \(\frac{\partial K}{\partial t}\) term:

\[
\int \frac{\partial K}{\partial t} dx\,dy\,dp = \iint dx\,dy \left[ \frac{\partial}{\partial t} \int_0^{p_s} dp \left( \frac{\partial}{\partial t} \int dp \left( K(p_s) \frac{\partial p_s}{\partial t} \right) \right) \right].
\]
\[ \frac{\partial}{\partial t} \int KdV = \frac{\partial}{\partial t} \int Kdxdydp. \]

Therefore our equation when integrated over the whole domain becomes

\[ \frac{\partial}{\partial t} \int KdV = \int \{ v_{\text{H}} \cdot \vec{F} - g(u \frac{\partial Z}{\partial x} + v \frac{\partial Z}{\partial y}) \} dV \]

where \( dV = dxdydp. \)

Now consider the terms involving \( Z \) on the RHS:

\[ \nabla \cdot (\vec{v}Z) = \vec{v} \cdot \nabla Z + Z \nabla \cdot \vec{v} = u \frac{\partial Z}{\partial x} + v \frac{\partial Z}{\partial y} + \omega \frac{\partial Z}{\partial \rho} \quad \text{because of continuity.} \]

\[ \therefore \int (u \frac{\partial Z}{\partial x} + v \frac{\partial Z}{\partial y}) dV = \int (\nabla \cdot \vec{v} Z - \omega \frac{\partial Z}{\partial \rho}) dV \]

\[ = \int \vec{v} \cdot \hat{n} Z dS - \int \omega \frac{\partial Z}{\partial \rho} dV; \quad \text{by Gauss’ Theorem.} \]

The first term is again zero, because \( \vec{v} \cdot \hat{n} = 0 \), except at the lower boundary, where \( \vec{v} \cdot \hat{n} Z = \omega_s Z_s \).

\[ \therefore \frac{\partial}{\partial t} \int KdV = \int g \omega \frac{\partial Z}{\partial \rho} dV + \int \vec{v}_{\text{H}} \cdot \vec{F} dV - \int \omega_s Z_s dS. \]

The second term on the right represents friction. Since the frictional force is always directed against the motion, kinetic energy is lost to friction, i.e., \( \vec{v}_{\text{H}} \cdot \vec{F} < 0 \). The last term on the right represents work done at the boundary by pressure forces and is generally very small. E.g., if \( \omega_s \sim 10 \text{ mb/day}, Z_s \sim 200 \text{ m}, \) then since \( 1 \text{ mb} = 100 \text{ Kg/m/s}, \omega_s Z_s \sim 2 \times 10^{-6} \text{ W/m}^2 \), which can be compared with other conversions, such as the remaining term, which we will look at later. They are \( O(1 \text{ W/m}^2) \).

There remains the other term on the right. If we substitute \( \frac{\partial Z}{\partial \rho} = -\frac{1}{\rho g} \) it becomes

\[ -\int \alpha \omega dV. \] It looks like a potential energy conversion term, but it is not. Note that mass conservation would require \( \int \omega dV = 0 \) in \( \rho \) coordinates, but not \( \int \alpha \omega dV = 0 \). It is analogous to a potential energy to kinetic energy conversion, i.e., it requires a correlation between light air rising and heavy air sinking, but in \( \rho \) coordinates this includes the conversion of internal energy as well.
Eddy-Mean Flow Interactions

Now let’s use this equation to look at the possible kinetic energy exchanges between eddies and the mean flow. We introduce our zonal average operator and deviation, e.g.,

\[ \int KdV = 2\pi \int [K]dA, \quad dA = dydp ; \]

divide by \(2\pi\), and let \( D = -\int (\bar{\nu}_h \cdot \bar{F})dA \) represent the friction. We neglect the surface term.

\[ \therefore \frac{\partial}{\partial t} \int [K]dA = \int g[\omega \frac{\partial Z}{\partial p}]dA - D \]

\[ [K] = \frac{1}{2} \{[u^2] + [v^2]\}, \quad [u^2] = [u]^2 + [u^*]^2, \text{ etc.} \]

Define \( K_E = \frac{1}{2}([u^*]^2 + [v^*]^2) \), \( K_M = \frac{1}{2}([u^2] + [v^2]) \)

\[ \therefore \frac{\partial}{\partial t} \int [K]dA = \frac{\partial}{\partial t} \int (K_M + K_E)dA = \int g[\omega \frac{\partial Z}{\partial p}]dA - D \]

But we can also derive a separate equation for \( \frac{\partial}{\partial t} \int K_MdA \) from the momentum equations. This term in effect represents an additional source/sink for \( K_E \). We write again our \( u \) and \( v \) equations, but in flux form:

\[ \frac{\partial u}{\partial t} + \nabla \cdot uv = fv - g \frac{\partial Z}{\partial x} + F_x \]

\[ \frac{\partial v}{\partial t} + \nabla \cdot vv = -fu - g \frac{\partial Z}{\partial y} + F_y \]

Take the zonal averages and multiply by \([u]\) and \([v]\) respectively:

(\text{let } \nabla_z = \text{the two-dimensional } \nabla, \text{ i.e., } (\frac{\partial}{\partial y}, \frac{\partial}{\partial p})): \]

\[ [u] \frac{\partial}{\partial t} [u] + [u] \nabla_z \cdot [uv] = f[u][v] + [u][F_x] , \]
\[
[v] \frac{\partial}{\partial t}[v] + [v] \nabla_2 \cdot [v v] = -f[v][v] + [v](\{F_2 - g \frac{\partial}{\partial y}(Z)\}).
\]

Now add and integrate over \(dA = dydp\). As before, making use of continuity and H.E., we can replace \([v] \partial(Z)/\partial y\) by:

\[
\int [v] \frac{\partial[Z]}{\partial y} dydp = -\int [Z] \frac{\partial[v]}{\partial y} dydp = \int [Z] \frac{\partial[\omega]}{\partial p} dydp = -\int [\omega] \frac{\partial[Z]}{\partial p} dydp;
\]

as before the surface term is negligible;

also again \(\int \frac{\partial K_M}{\partial t} dA = \frac{\partial}{\partial t} \int K_M dA\)

and we define \(D_M = -\int [\bar{\omega} H] \cdot [\bar{F}] dA\).

\[
\therefore \frac{\partial}{\partial t} \int K_M dA = \int g(\omega) \frac{\partial[Z]}{\partial p} dA - D_M - \int [u] \nabla_2 \cdot [uv] dA - \int [v] \nabla_2 \cdot [v v] dA.
\]

Therefore substituting into our earlier equation for \(\frac{\partial}{\partial t} \int K_M dA\) we have:

\[
\frac{\partial}{\partial t} \int K_E dA
\]

\[
= \int g(\omega) \frac{\partial[Z]}{\partial p} dA - (D - D_M) + \int [u] \nabla_2 \cdot [uv] dA + \int [v] \nabla_2 \cdot [v v] dA.
\]

The last two terms tell us that whenever there is a positive correlation between the zonal mean horizontal velocity and the divergence of its momentum flux, the eddy kinetic energy increases. In effect mean flow kinetic energy associated with \([u], [v]\), is being converted to eddy kinetic energy. These terms can also be rewritten by integrating by parts, e.g.,

\[
\int [u] \frac{\partial}{\partial y} [uv] dydp = \int [u] [uv]_{\gamma_o} dydp - \int [uv] \frac{\partial[u]}{\partial y} dydp = -\int [uv] \frac{\partial[u]}{\partial y} dydp,
\]

because of the boundary condition. Thus, for the last two terms all together we have

\[
-\int \{uv\} \frac{\partial[u]}{\partial y} + [u \omega] \frac{\partial[u]}{\partial p} + [v^2] \frac{\partial[v]}{\partial y} + [v \omega] \frac{\partial[v]}{\partial p}\} dA.
\]
Thus transport of momentum up the gradient of the mean flow leads to a reduction of $K_E$, i.e., eddy kinetic energy is being converted into mean kinetic energy; and down-gradient transport has the reverse effect.

Note that for quasi-geostrophic motions, as in mid and high latitudes, scale analysis tells us that

$$\frac{[u_0^\omega] \frac{\partial[u]}{\partial p}}{[u v] \frac{\partial[u]}{\partial y}} \sim \frac{u^2 \omega}{H} \sim \frac{L \omega}{H} \sim \frac{L}{H} \frac{R_o}{L} \sim R_o \ll 1.$$ 

Therefore the horizontal momentum fluxes will dominate. Also note that the transports can be decomposed: $[u v] = [u][v] + [u^*v^*]$; Thus conversions can be associated with both the mean flow and the eddies.