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5. Reflections and Comparisons 

Please refer to the ReflectionsandComparisons page. 
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2.2. 2004 SIGCOMM Traffic Data Issues 

The manner in which the traffic data was collected limited the amount and type of analysis we could meaningfully perform. We 

had great interest in considering the relationship between the RoofNet architecture and how it performed in terms of congestion 

and routing. 

2.2.1. No Global Clock Synchronization 

The traffic data was not synchronized. Each RoofNet node locally estimated the time a packet was sent and received. Since the 

clocks at each node were not synchronized, there were multiple instances of packets arriving before they were sent if a global time 

were assumed. 

2.2.2. No Global Unique Packet Identifiers 

The packet numbers were not globally assigned. Each node locally assigned unique packet identifiers. This made tracking the 

route packets took through the network impossible. 

3. Resolution of Inconsistencies and Issues

To resolve the inconsistencies and issues discussed in Section 2, we met with members of the Roofnet team. 

3.1. Resolution of Inconsistency 2.1.1. 

The RoofNet team provided us with the coordinate data for 6 of the 8 inconsistent nodes. 

As for the other two nodes: At the time of the experiments, node 36879 did not have a separate roof-mounted antenna, but did 

share an apartment with 26206. They lost track of node 43220, but based on its local connections and an approximate idea of the 

geographical layout of the network at that time, I guessed its location. 

3.2. Resolution of Inconsistency 2.1.2. 

We were told that the origins of the map used in the 2004 SIGCOMM paper are lost to the mists of time. They told us to rely on 

the resolved data. 

3.3. Resolution of Inconsistency 2.1.3. 

We were given more specific Gateway information. The 2004 RoofNet map with Gateways highlighted is shown below: 



LEGEND: 

(Green) Building NE43: Gateway nodes 26222 and 23652 

(Yellow) Building 36: Gateway nodes 44466/3370 

(Red) Cherry Street: Gateway node 26206 

3.4. Resolution of Issues 2.2.1 and 2.2.2 

The packet/traffic data issues meant we had no real way of modeling congestion or routing performance. Any kind of traffic flow 

analysis would require some global knowledge of time. Thus, we could not perform congestion analysis using the 2004 

SIGCOMM data. The non-unique packet identifiers was not an issue with the 2004 SIGCOMM data because of the manner in 

which the experiments were conducted. 
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Effect of Increasing Attempted Data Rates


1. Effect of Increasing Attempted Data Rates 

As mentioned in the RoofNet Data (RawData) section of this report, the RoofNet SIGCOMM2004 data is broken up into 4 

separate experiments. In each experiment, each node attempts to send data at a specified bit rate. This protocol is in contrast to the 

TCP/IP protocols that adjust the bit rate real-time to compensate for congestion and poor link quality. This section discusses the 

analysis undertaken to understand the effect of increasing the attempted bit rates on the network topology. 

1.1. Data 

By Experiment: Please refer to the Roofnet Data (RawData) section of this report. 

Aggregate Data: The aggregate data is a dataset constructed from the distinct experiment data for the purposes of our 

project. If a link between any two nodes exists at any point in time in any of the experiments, the link exists in the 

aggregate data. Link quality measurements are taken to be the average over all instances of the link. 

1.2. Connectivity 

In the class, we discussed connectivity as being a metric capturing the fraction of nodes connected in a network (lecture 6). In this 

section, we focus our analysis of connectivity in terms of the number of edges in the network, average degree per node, and the 

Maximal In-degree and Out-degree. We can gain insight into the connectedness of the network topology as a whole by 

comparing the connectedness as a function of attempted data rates. Later sections will explore other metrics for describing 

connectivity. 

Not unexpectedly, we found that the connectivity of the RoofNet network varies as the attempted bit rates are increased. The 

connectivity maps for each experiment are shown below. The maps were generated by importing the 2004 SIGCOMM traffic 

data into OPNET. The reason for the "thinning out" of connectivity between the 1, 2, and 5.5 Mbps experiments is 

straightforward. Higher data rates require more energy to be successfully transmitted from one node to another. Obstacles, 

multi-path fade, distance, and atmostpheric phenomenon all affect the effective received energy of a signal. Thus, we expect fewer 

links as the data rate increases. 

Strangely, there are two links that suddenly appear in the 11 Mbps experiment that weren't in the other experiments. These two 

links are circled in the 11 Mbps connectivity map below. This result is contrary to expectation given the above reasoning. 

However, the data was collected in a matter of a few short hours over one night. It is entirely possible that some kind of 

obstruction existed during the first 3 experiments that did not exist in the fourth experiment. This obstruction could be something 

as simple as a tree moving in the wind, a large truck temporarily parked in between the two nodes, it stopped raining, etc. 



Still, the expectation that connectivity will "thin out" as data rate is increased is confirmed in the graphs below. We can see that 

the number of edges in the network steadily decreases as the attempted data rate is increased. Likewise, the average degree per 

node also steadily decreases, implying that the average number of links into and out of a given node "thins out". The differences 

in the Maximal In-degree and Out-degree plots imply the asymmetry of the links that is known to exist for the RoofNet network. 



LEGEND: 

Blue plus sign: symbolizes the results for each of the experiments, and Maximal Out-degree in the bottom graph. 


Red plus sign: symbolizes the Maximal In-degree in the bottom graph. 


Yellow plus sign: attempts to locate the aggregate result assuming the apparent trend continues. 


Yellow plus sign with blue trim: Same as Yellow plus sign but for the Maximal Out-degree. 


Yellow plus sign with red trim: Same as Yellow plus sign but for the Maximal In-degree. 


1.3. Clustering and Path Length 

Related to connectivity are the ideas of clustering and path length. The clustering coefficient captures some knowledge about 

clusters of connectivity by evaluating the degree to which nodes linked to a common node are likely to have direct connectivity. 

Path length likewise captures some aspects of connectivity by measuring how far (in terms of number of hops, for example) a 

packet must travel between a source node and a destination node. The more connected the network, the shorter one would expect 

the path length to be. 

The set of graphs below demonstrate the effect that increasing the attempted data rate seems to have on the clustering coefficient 

and the weighted and unweighted harmonic path lengths. The weighted path lengths account for the weight of each link on the 

basis of its delivery probability. Unweighted assumes that any link that exists has a weight of 1, thus making it analogous to 

weighting based on the number of hops to traverse the network. 

The clustering coefficient drops significantly between 1 Mbps and 2 Mbps, and steadily decreases to 11 Mbps. Thus, as the 

attempted data rate increases, it becomes more and more unlikely that nodes linked to a common node have direct connectivity 

between themselves. The sudden drop between 1 Mbps and 2 Mbps could imply some kind of phase transition (the links 

dropped happened to be important ones, for example), though more targeted studies would have to be done to confirm this 

hypothesis. One would thus expect the average path length in terms of the number of hops (unweighted) to increase just as 



rapidly between 1 and 2 Mbps and start to level off after that (though steadily increasing). Sure enough, this is exactly what 

happens in the unweighted case. 

The weighted harmonic path length follows this trend until the transition between 5.5 Mbps and 11 Mbps when there is a sharp 

drop in the path length. The only effective difference between the weighted and unweighted case is that the weighted case applies 

more weight to links with higher delivery probabilities. Thus, the greater the path length, the greater the probability of service 

should be. This would imply that there is a sharp drop in the delivery probability between 5.5 Mbps and 11 Mbps. This 

expectation seems to be confirmed by the data in the 2004 SIGCOMM paper (see Figure 4 below). 



1.4. Centrality 

The centrality metric attempts to capture information about the amount of centralization in the network. The Degree Centrality 

metric defines the node that is most central as the node with the most links (Lecture 6). The Network Centralization Index (care of 

UCINET) measures the overall degree of centrality in the network. Ie, how much the network is controlled by nodes that are 

more important. 

From the graphs below, it appears that the greater the attempted data rate, the more the network is controlled by more important 

nodes. Meanwhile, the degree centrality (both in terms of In-degree and Out-degree) decreases. This result makes sense because 

the more links that are dropped in the network as it "thins out" due to the increased attempted data rate, the more critical for 

performance certain critical paths through the network become. 

1.5. Degree Distribution




The degree distribution is a histogram of the degrees of the nodes in the network. From the graphs below, it is interesting to note 

that the shape of the cumulative degree distribution hardly changes at all as the attempted data rate increases, nor are these shapes 

very different from cumulative degree distribution for the aggregate data. What does happen: the graph seems to shift to the left 

slightly and contract ("bunch" up). Could this imply some inherent structure in the RoofNet architecture? It is difficult to say 

given the limited data available, but it is a curiosity since so much else seems to change significantly as the attempted data rate is 

increased. 

There seems to be a more noticeable change in the histograms themselves. As the data rate increases, the peaks of the histogram 

shift left, seemingly corresponding with the shifting and contracting in the cumulative distribution. 

1 Mbps: 

2 Mbps: 

5.5 Mbps: 

11 Mbps 

RoofNet Asymmetrical Aggregate: 



1.6. Summary 

This analysis demonstrates that changing the attempted data rate in wireless mesh networks has the effect of changing the 

network topology. Furthermore, it seems to change the topology in largely predictable ways. Determining the extent of how this 

effect might be reproducible would require further analysis. 
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