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1. BACKGROUND 

In the last decade, significant emphasis has been placed on the development of 
statistical models to help predict risk in various patient populations.  In addition to 
providing the basis for quality scorecards,1,2 these risk profiles can be helpful on the 
procedural level to both patients and physicians.  Numerous studies have shown that 
subjective prediction of risk by clinicians tends to be poor at very low and very high 
probabilities.3,4  The use of various statistical methods can provide an objective 
estimation of outcome risk.   

Percutaneous coronary intervention (PCI) is one of the most common procedures 
in cardiology, and is associated with significant morbidity and mortality.  PCI is a high 
volume procedure with significant morbidity and mortality. The risk of adverse outcomes 
varies widely based on patient co-morbidities. Early attempts to build statistical models 
to predict mortality were hampered by the inclusion of non-standardized variables. In 
response, the American College of Cardiologists developed the National Cardiovascular 
Data Registry (ACC-NCDR), a standardized data set with clearly defined criteria, and a 
number of states now require mandatory reporting ACC-NCDR data. 

The most common current modeling technique for this procedure is logistic 
regression (LR). There are currently a number of well-known LR mortality risk models, 
developed largely over the last 15 years.5,6,7,8,9,10  However, most of these models include 
variables observed during the evaluation or intervention portions of the procedure.  As a 
result, these models tend to be more applicable to help triage patients post-procedurally to 
an appropriate level of monitoring. 

Application of these models on an individual patient level has been shown to be 
inaccurate when applied to different patient populations, or the same patient population 
after some time has passed, even when the overall population level performance of the 
model is maintained.  There are a number of explanations for this, including changing 
medical practice11, differing patient demographics, and different access to resources.  

We seek to compare logistic regression modeling with a support vector machine 
to evaluate each model type’s robustness over time with respect to discrimination and 
calibration. 

2. METHODS 

Source Data 
Brigham & Women’s Hospital (BWH), Boston Massachusetts has maintained a 

detailed database of all cases of PCI since 1997.  The dataset is based on the ACC-NCDR 
dataset,12 and participates in the mandatory Massachusetts Adverse Reporting System 
(MARS). All catheterization laboratory procedures performed are included in the 
database, and real-time data acquisition is accomplished through a dedicated team of 
trained nurses, physicians and technologists.  A total of 5,383 PCI procedures were 
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recorded between January 01, 2002 and October 30, 2004 on all patients who underwent 
PCI at BWH.  There were 78 (1.45%) deaths in the sample for this period. 

This data set was sorted in two manners, sequentially and random.  Each sorted 
data set was split into a two-thirds training set (3588) and one-thirds test set (1795).  The 
sequentially sorted data was split by cases occurring on October 27, 2003. 

Variable Selection & Statistical Evaluation 
A thorough literature search was performed, and all previously identified risk 

factors for PCI were considered for inclusion in this study. 13,14,15,16,17,18,19  This list of 
variables was then filtered to include only those that could be known prior to the start of 
the procedure. The final variable set used for all models in this study is shown in Table 
1. 

Evaluation of all models was done with χ2 and maximum log likelihood methods.  
Discrimination was assessed with the area under the receiver operating characteristic 
(ROC). 20,21,22    Calibration was evaluated with Hosmer-Lemeshow goodness-of-fit (HL
P) χ2- estimates using deciles.23 

Logistic Regression Model Development & Feature Selection 
Backward stepwise logistic regression was performed using STATA 8.2 (College 

Station, TX). Initial feature selection was done using an exclusion threshold based on a 
residual Wald chi-square p value of 0.1.  Parameters were removed in a systematic 
stepwise fashion based upon ROC and HL-P results.  Initially, variables were removed 
singly one after another starting with the ones with the largest P value searching for the 
greatest HL-P value improvement.  Once the optimal HL-P value was found for a single 
variable removal, that variable was dropped from the model, and the process repeated. 
Table 2 shows a partial evaluation chain of feature removal and evaluation measures. 
Table 1 lists those features removed from the model during this selection process. 

Feature Selected Feature Selected 
Age Yes Hemodynamic Shock Yes 
Female Yes Hx Cardiac Arrest Yes 
Body Mass Index Tachycardia Yes 
Smoker Yes Hemodynamic Instability Yes 
Hyperlipidemia Yes Pre-Proc IABP Yes 
Hypertension Yes AMI within 24 hours Yes 
Diabetes Yes AMI 
Fam Hx of CVD Yes Unstable Angina Yes 
Hx of COPD Yes Chronic Angina Yes 
Hx of CVD Yes Creatinine > 2.0 Yes 
Hx of PVD Yes CHF on Presentation 
Hx of CHF NYHA CHF Class 3 or 4 Yes 
Prior MI Yes Thrombolytics Given Yes 
Prior PCI Yes AMI on Presentation Yes 
Prior CABG Yes NYHA CHF Class Yes 
Procedure Urgency LV Ejection Fraction 
Table 1: Included Variables for All Model Evaluations, and Feature Selection for Logistic Regression 
Models.  Some Variables are continuous, and were discretized for the models.  Variables in bold were 
discretized. 



Feature ROC HL P 
All 0.952 0.0358 
  -BMI 0.952 0.0706 
  -EF 0.945 0.0004 
  -arrest 0.951 0.0602 
  -hyperlipid 0.9408 0.0001 
  -BMI,EF 0.9482 0.0743 
  -BMI, Urgency 0.949 0.1066 
  -BMI, Urgency, CHF Hx 0.956 0.956 
Table 2:  Partial feature removal evaluation chain with Area under the Receiver Operating Characteristic 
Curve and Hosmer-Lemeshow Goodness-of-Fit test results. 
 
Support Vector Machine Model Development 
  
 Support Vector Machine (SVM) model methodology is based on a number of 
mathematical and statistical works.24,25  GIST 2.1.1 (Columbia University, New York, 
NY) was used for development of the models specifically because of its output of both a 
classifier and a discriminant function.  Polynomial kernels were evaluated from a power 
of 1 to 6, and are represented by d in the following kernel equation: 
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Radial-based kernels26 were evaluated from an absolute width function from 0.25 to 2, 
and are represented by s in the following kernel equation: 
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 SVMs generally give outputs as a classifier {-1,1}, however some work has been 
done to provide a probabilistic output.  Various methods have been used, and the one 
explored in this study is applying a sigmoid to the discriminant output (distance from the 
hyperplane).27  This is done by using the discriminant as the only covariate in a logistic 
regression model and evaluating that model. 
 
3. RESULTS 
 
Logistic Regression Model 

 
Full backward stepwise variable selection technique was performed using 

exclusion thresholds of 0.05, 0.10, and 0.15 on both sequential and random training data 
sets.  The ROCs for the sequential training set varied from 0.936 to 0.949, and from 
0.900 to 0.926 for the random training set.  The HL-P values ranged from less than 0.001 
to 0.004 for the sequential test set.  The HL-P values were less than 0.001 for a threshold 
of 0.05, and 0.140 for thresholds of 0.10 and 0.15.  These results are summarized in Table 
3. 
 
 
 



  Training Test 
  ROC HL ROC HL 
 0.15 0.946 0.672 0.894 <0.001 

SEQ 0.10 0.949 0.488 0.904 <0.001 
 0.05 0.936 0.704 0.889 0.004 
 0.15 0.926 0.269 0.920 0.140 

RND 0.10 0.926 0.269 0.920 0.140 
 0.05 0.900 0.095 0.899 <0.001 

Table 3:  Summary of ROC and Hosmer-Lemeshow Goodness-of-Fit testing for both data sets using 
stepwise backwards logistic regression with variable exclusion thresholds 
 
Support Vector Machine Models 
 
 The sequential training data was used to develop support vector machines for a 
range of polynomial and radial-based kernels.  The ROC for the polynomial kernels from 
1 to 6 was 0.970 to 0.994.  The only kernel that was not adequately fitted to the training 
set was for a power of 6 and the HL-P was 0.049.  The remainder of the polynomial 
kernel HL-P’s ranged from 0.503 to 0.999.  These SVMs were then applied to the 
sequential test set, and the kernels of power 1 and 2 failed to calibrated (0.002-0.002), 
while the kernels of power 2 to 6 maintained calibration (0.067-0.738).  
 The same methods were applied using a radial-based kernel with a width factor 
ranging from 0.25 to 2.0.  All kernel models were able to achieve ROCs from 0.974 to 
1.000 on the training data, and 0.889 to 0.910 on the test data.  All models were able to 
achieve calibrated HL-P values in a range of 0.502 to 1, and those kernels with a width 
factor from 0.25 to 1.00 achieved calibration with HL-P values of 0.111 to 0.601.  Two 
radial-based width factors failed calibration, 1.5 and 2.0 with HL-P values of 0.001 each.   
 

 Training Test 
 ROC HL ROC HL 

Lin 0.970 0.503 0.896 0.003 
P2 0.991 0.966 0.907 0.002 
P3 0.994 0.999 0.909 0.067 
P4 0.992 0.997 0.907 0.163 
P5 0.987 0.818 0.899 0.713 
P6 0.976 0.049 0.885 0.738 

R 0.25 1 1 0.889 0.111 
R 0.50 1 1 0.909 0.601 
R 0.75 1 1 0.910 0.200 
R 1.00 0.997 1 0.910 0.246 
R 1.50 0.970 0.502 0.904 0.001 
R 2.00 0.974 0.817 0.904 0.001 

Table X:  Support Vector Machine Area under the Receiver Operating Characteristic Curve and Hosmer-
Lemeshow Goodness-of-Fit evaluation for sequential training and test sets across a range of polynomial 
and radial-based kernels 
 
 The randomized training data was applied in an identical way to develop support 
vector machines.  The training data ROCs on the polynomial kernels of power 1 to 6 
range from 0.963 to 0.997, and range from 0.862 to 0.903 on the test data.  All 
polynomial kernel powers but 6 were calibrated on the training data with HL-P values 



from 0.616 to 1.000, and failed to calibrate with 0.013 for a power of 6.  All polynomial 
powers were successfully calibrated on the test data with HL-P values ranging from 0.521 
to 0.856. All radial-based width factors used to develop models on the training set had 
ROCs of 0.895 to 1.000, and all were calibrated with HL-Ps from 0.961 to 1.000.  When 
these models were evaluated on the test data, the ROC ranged from 0.891 to 0.911, and 
width factors from 0.50 to 2.00 were calibrated with HL-P values from 0.199 to 0.810.  
The width factor 0.25 failed to retain calibration with a HL-P value of 0.046. 

Training Test 
 ROC HL ROC HL 

Lin 0.963 0.616 0.862 0.817 
P2 0.992 0.920 0.900 0.754 
P3 0.995 0.999 0.901 0.617 
P4 0.996 1.000 0.903 0.521 
P5 0.996 0.903 0.878 0.749 
P6 0.997 0.013 0.871 0.856 

R 0.25 0.999 1 0.891 0.046 
R 0.50 1 1 0.908 0.593 
R 0.75 1 1 0.910 0.199 
R 1.00 0.997 1 0.911 0.542 
R 1.50 0.992 0.961 0.907 0.810 
R 2.00 0.895 0.961 0.898 0.232 

Table X:  Support Vector Machine ROC and Hosmer-Lemeshow Goodness-of-Fit evaluation for random 
training and test sets across a range of polynomial and radial-based kernels 

4. DISCUSSION 

All of the models had excellent discriminatory performance for both the training 
and test datasets. This indicates that the risk of death is well modeled on a population 
level by the available pre-procedural data, and supports the supposition that the variables 
collected well characterize the outcome.  The consistent degradation of discrimination 
from the training to the test set is an expected finding and is comparable for all models. 

The overall trend for the randomized data sets to remain calibrated across the 
logistic regression and support vector machine models suggests that both methodologies 
can adequately model the data in this domain without secular trends.  However, these 
shifts in data registries are well documented, and are most commonly attributed to 
changes in data recording and changes in clinical practice.  Developing robust models to 
maintain good case level estimations is important in real clinical applications for this 
reason. 

Initially, a LR model was created using all features included in the data set.  
However, this model failed to calibrate on the training set.  After significant feature 
subset selection, a model was found that would calibrate on the training set using the 
standard method.  Because this used literature knowledge and expert knowledge of 
variable selection, this could be considered a more involved method of modeling than the 
SVM method that was used. 

The logistic regression model failed to remain calibrated across all thresholds for 
the sequential test data, but did remain calibrated for a majority of the randomized test 



data, suggesting that the feature selection and modeling technique were not robust with 
respect to changes over time of the data. 

All of the support vector machine models were developed on the full feature set.  
This has both benefits and costs.  First, this allows a less supervised model development 
and less dependence on expert domain knowledge.  However, some variables could be 
mostly noise or not related to the outcome of interest.  Feature selection could potentially 
further improve the SVM models. 

6
The support vector machine was calibrated on both training data sets except the 

th power of the polynomial kernel, suggesting that it was able to find a hyperplane that 
separated the data fairly well for most kernels.  A subset of parameter ranges for each 
kernel maintained calibration on the sequential test data.  This suggests that support 
vector machines could be more robust in terms of maintaining calibration over time for 
this domain.  However, this relies heavily on the Hosmer-Lemeshow goodness-of-fit test 
as the measure of calibration.  In addition, it is difficult to use the ROC and HL-P to find 
an optimal fit for a training set that will maintain calibration in the test set. 

Overall, this study is promising in the pursuit of a risk modeling technique that is 
more robust in terms of retaining calibration over time.  Additional work will need to be 
done with a different data set to further support this finding.  In addition, exploration will 
be made into more rigorous methods of calibration evaluation. 
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