Propagation of Waves Along One-Dimensional Crystal with Two Kinds of Atoms

Consider a one-dimensional crystal with 2 kinds of atoms $M_A$ and $M_B$. Number the atoms along the chains such that $A$ atoms are even $(2n)$, $B$ atoms odd $(2n+1)$.

Only a single force constant $\beta$ remains necessary to describe nearest-neighbor interactions, as an $A$ atom interacts with $B$ the same way as $B$ with an $A$.

In setting up a force-balance equation, we must now write a separate equation for the $A$ and $B$ atoms — their masses are different.

\[
\begin{align*}
M_A \frac{\partial^2 u_{2n}}{\partial t^2} &= \beta \left( u_{2n+1} - 2u_{2n} + u_{2n-1} \right) \\
M_B \frac{\partial^2 u_{2n+1}}{\partial t^2} &= \beta \left( u_{2n+2} - 2u_{2n+1} + u_{2n} \right)
\end{align*}
\]

Looking for trial solution:

\[
\begin{align*}
u_{2n} &= u_A e^{ix(\omega t - 2\pi kn)} \\
u_{2n+1} &= u_B e^{ix(\omega t - (2\pi n+1)k)}
\end{align*}
\]

No reason to assume the same amplitude for $A$ and $B$ atoms as their masses are different.

Substituting trial solutions into force equations:

\[
\begin{align*}
- M_A \omega^2 u_A e^{i(\omega t - 2\pi kn)} &= \beta \left\{ u_B e^{i[\omega t - (2\pi n+1)k]} - 2u_A e^{i[\omega t - 2\pi nk]} + u_B e^{i[\omega t - (2\pi n+1)k]} \right\} \\
- M_B \omega^2 u_B e^{i(\omega t - (2\pi n)k)} &= \beta \left\{ u_A e^{i[\omega t - (2\pi n+2)k]} - 2u_B e^{i[\omega t - 2\pi nk]} + u_A e^{i[\omega t - (2\pi n+2)k]} \right\}
\end{align*}
\]

Cancelling common terms:

\[
\begin{align*}
- M_A \omega^2 u_A &= \beta \left\{ u_B e^{i\pi k} - 2u_A + u_B e^{-i\pi k} \right\} \\
- M_B \omega^2 u_B &= \beta \left\{ u_A e^{i\pi k} - 2u_B + u_A e^{-i\pi k} \right\}
\end{align*}
\]

Note that amplitudes remain

Things are not quite as tidy as before.

\[
\begin{align*}
- M_A \omega^2 u_A &= 2\beta u_B \cos k\pi - 2\beta u_A \\
- M_B \omega^2 u_B &= 2\beta u_A \cos k\pi - 2\beta u_B
\end{align*}
\]

Rearranging terms in $u_B$:

\[
\begin{align*}
(2\beta - M_B \omega^2)u_A - (2\beta \cos k\pi)u_B &= 0 \\
- (2\beta \cos k\pi)u_A + (2\beta - M_A \omega^2)u_B &= 0
\end{align*}
\]
Regard the amplitudes $U_A$ and $U_B$ as unknowns, and we have (2, 417 NOT AGAIN!) a set of linear homogeneous equations for which a non-trivial solution exists only if the determinant of coefficients of the variables vanishes:

$$\begin{vmatrix} (2\beta - MA^2) & -2\beta \cos^2 kA \\ -2\beta \cos^2 kA & (2\beta - MB^2) \end{vmatrix} = 0$$

Note: will give values of $\beta$ as a function of $k$ as eigenvalues.

Expanding:

$$ (2\beta - MA^2)(2\beta - MB^2) - (-2\beta \cos^2 kA)(-2\beta \cos^2 kA) = 0 $$

$$ 4\beta^2 - 2\beta W(MA + MB) + MAMB W^2 - 4\beta^2 \cos^2 kA = 0 $$

$$ MAMB W^2 - 2\beta (MA + MB) W + 4\beta^2 \coth^2 kA = 0 $$

$$ W^2 - 2\beta (\frac{1}{MA} + \frac{1}{MB}) W + \frac{4\beta^2}{MAMB} \sin^2 kA = 0 $$

Solving, using binomial theorem:

$$ W^2 = \frac{2\beta (\frac{1}{MA} + \frac{1}{MB}) \pm \sqrt{4\beta^2 (\frac{1}{MA} + \frac{1}{MB})^2 - \frac{4\beta^2}{MAMB} \sin^2 kA}}{2\beta} $$

Again, we have the condition that $W$ be a function of $k^2$ if our proposed solution is to be acceptable (sorry gang, this is as simple as we can make it!)

There are two eigenvalues, $W^2$, for which solutions exist. Each, when substituted back into the original equation would provide $\equiv$ from which we could solve for $U_A$ and $U_B$ - thus for a given $k$, there are now two different waves of angular frequency $W$ which may be propagated in the crystal.

**Interpretation of the Solutions**

Note that the general form of our result that $W^2$ is a constant $(\beta \frac{1}{MA} + \frac{1}{MB})$, to which we either add or subtract a term which is given by the square root of a constant

less; a term which is a function of $k$. $(\sin^2 kA)$

The maximum value of the term which we add or subtract occurs when

The term which is a function of $k$ is a minimum — namely

$$ \sin^2 kA = 0 \quad kA = 0 \quad k = 0 $$

The minimum value of the term which we add or subtract occurs when

The term which is a function of $k$ is a maximum — namely

$$ \sin^2 kA = 1 \quad kA = \frac{\pi}{2} \quad k = \frac{\pi}{2\beta} $$

Max value not shown
(A) Solutions for small $k$

Solution with $+$ sign: At $k = 0$, $w^2 = \beta \left(\frac{1}{m_1 + m_2}\right) + \beta \left[\frac{1}{m_1 m_2} - \frac{4}{m_1 m_2} \sin^2 k \right]$

$w \approx 2 \beta \left(\frac{1}{m_1 + m_2}\right)$

Solution with $-$ sign: At $k = 0$, $w^2 = \beta \left(\frac{1}{m_1 + m_2}\right) - \beta \left[\frac{1}{m_1 m_2} - \frac{4}{m_1 m_2} \sin^2 k \right]$

Near $k = 0$, $w \approx \beta \left(\frac{1}{m_1 + m_2}\right) - \beta \left[\frac{1}{m_1 m_2} - \frac{4}{m_1 m_2} \sin^2 k \right]$

Values of amplitudes at $k = 0$

Solution with $+$ sign at $k = 0$

\[ \frac{2\beta - m_1 w^2}{2} U_A - \left(2\beta \cos k \right) U_B = 0 \]

\[ -\left(2\beta \cos k \right) U_A + \left(2\beta - m_2 w^2 \right) U_B = 0 \]

This is a motion in which the amplitudes of $A$ and $B$ are inversely proportional to the masses of the atoms and opposite in sign. The center of mass of the unit cell stays fixed.
Solution with $\Theta$ Sign at $k = 0$

\[
\begin{align*}
(2\beta - M_A w^2)U_A - 2\beta \cos k a U_B &= 0 \\
(-2\beta \sin k a)U_A + (2\beta - M_B w^2)U_B &= 0
\end{align*}
\]

\[
\Rightarrow \begin{cases} 2\beta U_A - 2\beta U_B = 0 \\ -2\beta U_A + 2\beta U_B = 0 \end{cases}
\]

\[
U_A = U_B
\]

This was the situation for a normal elastic wave - a volume element (and all atoms in it) has a certain amplitude.

We obtained, above, the result (for small $k$)

\[
U, \text{ the velocity of the wave } \quad \vec{V} = \left( \frac{2\beta a^2}{M_A + M_B} \right) \hat{a}
\]

\[
\vec{V} = \left( \frac{2\beta a^2}{M} \right) \hat{a}
\]

If $M_A = M_B = M$. This reduces to

\[
\vec{V} = \left( \frac{2\beta a^2}{M} \right) \hat{a}
\]

The same as previously obtained for a continuum or for a crystal containing only one type atom. This is a normal elastic wave of the sort which would be present in propagation of sound. The solution with the $\Theta$ Sign is accordingly called the Acoustic Branch.

The solution with $\Theta$ Sign for which $\omega \neq 0$ at $k = 0$ for which the center of mass of the cell remains fixed, has amplitudes of vibration for the two atoms which are opposite in sign, this sort of wave (totally unaccounted for in the continuum model!) might well be excited if an electromagnetic field were incident on a liquid crystal - ions of opposite charge would be pulled in opposing directions. The solution with the $\Theta$ Sign is accordingly called the Optic Branch.

(B) Solutions for $k = k_{\text{max}}$

Other extreme in solutions occurs when $\sin^2 k a = 1$:

\[
k a = \frac{\pi}{2a}
\]

\[
k_{\text{max}} = \frac{\pi}{2a}
\]

\[
\omega^2 = \beta \left( \frac{1}{M_A + M_B} \right) \pm \beta \left\{ \left( \frac{1}{M_A + M_B} \right)^2 - 4 \frac{M_A M_B}{M_A + M_B} \sin^2 k a \right\}^{1/2}
\]

As $k \to k_{\text{max}}$

\[
\omega^2 = \beta \left( \frac{1}{M_A + M_B} \right) \pm \beta \left\{ \left( \frac{1}{M_A + M_B} \right)^2 - \frac{2 M_A M_B}{M_A + M_B} \right\}^{1/2}
\]

\[
= \beta \left( \frac{1}{M_A + M_B} \right) \pm \beta \left\{ \left( \frac{1}{M_A + M_B} \right)^2 - \frac{2 M_A M_B}{M_A + M_B} \right\}^{1/2} = \beta \left( \frac{1}{M_A + M_B} \right) \pm \beta \left( \frac{1}{M_A + M_B} \right)^2
\]
\[ w^2 = \beta (\frac{1}{MA} + \frac{1}{MB}) \pm \beta (\frac{1}{MA} - \frac{1}{MB}) \]

**Positive Branch (Optic Branch)**
\[ w^2 = \frac{2\alpha}{MA} \]

**Negative Solution (Acoustic Branch)**
\[ w^2 = \frac{2\beta}{MB} \]

A first unexpected result of this problem was the presence of the optic branch (which would be unanticipated in the continuum approach). We now see a second unexpected feature — namely, the presence of a band of forbidden intermediate frequencies:
\[ (\frac{2\alpha}{MB})^2 < w < (\frac{2\beta}{MA})^2 \]

for which no acceptable solution \( w = f(k) \) is defined, and which therefore are modes which cannot be propagated in the crystal. Still, any principle recollections of forbidden energies for electrons moving in crystals? ? ?

---

**Digression.** Now hold on a sec: the discriminating student will expostulate! If the preceding pages are examined, we have nowhere specified which is the greater: atomic mass, \( MA \) or \( MB \). How then can we say that \( w \) as a function of \( k \) does this:

\[ w \uparrow \rightarrow - \frac{2\alpha}{MB} \]

as opposed to:

\[ w \uparrow \rightarrow \frac{2\alpha}{MA} \]

is it therefore necessary that a gap in \( w \) exist? ? ?

Well, now, discriminating student: if the two branches are to cross as in the second sketch, there must be some \( k \) for which the branches cross. That is:

\[ w^2 = \beta (\frac{1}{MA} + \frac{1}{MB}) \pm \beta (\frac{1}{MA} + \frac{1}{MB})^2 - \frac{4}{MA \cdot MB} \sin^2 k \alpha \]

this term must be zero for some \( k \). Can we prove:

\[ \left(\frac{1}{MA} + \frac{1}{MB}\right)^2 - \frac{4}{MA \cdot MB} \sin^2 2\alpha \tilde{\beta} > 0 \]?

\[ \frac{1}{MA} + \frac{1}{MA} + \frac{1}{MB} \cdot MB \geq 0 \]

\[ \frac{1}{MA} + \frac{1}{MA} + \frac{1}{MB} \cdot MB \geq 0 \]

\[ \frac{1}{MA} + \frac{1}{MA} + \frac{1}{MB} \cdot MB \geq 0 \]

\[ \frac{1}{MA} + \frac{1}{MA} \cdot MB \geq (\frac{1}{MA} - \frac{1}{MB})^2 \geq 0 \]

yes! Always true! qed there is a gap in \( w \).
Note that the reason for the paradox, resolved above, is that
\[
\left(1 - \frac{1}{\sqrt{\lambda}}\right)^2 \equiv \left(1 - \frac{1}{\sqrt{\lambda}}\right)^2.
\]
The expression we elect to use
\[\text{at the bottom of p. 4} \quad \text{determines whether} \quad \frac{1}{\mathcal{L}_{\lambda}} \quad \text{or} \quad \frac{1}{\mathcal{L}_{\lambda}} \quad \text{applies}
\]
\[\text{at} \quad \mathcal{L}_{\lambda} \quad \text{in each branch.}
\]

**Displacement at \(\mathcal{L}_{\lambda}\)**

\[
\begin{align*}
\left(2\beta - \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2\right) U_A - \left(2\beta \cos \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2\right) U_B &= 0 \\
-2\beta \cos \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2 U_A + \left(2\beta - \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2\right) U_B &= 0
\end{align*}
\]

\[\text{at} \quad \mathcal{L}_{\lambda} \quad \text{in optic}
\]
\[
\begin{align*}
\left(2\beta - \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2\right) U_A - \left(2\beta \cos \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2\right) U_B &= 0 \\
-2\beta \cos \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2 U_A + \left(2\beta - \frac{\mathcal{L}_{\lambda}}{\mathcal{L}_{\lambda}} \mathcal{L}_{\lambda}^2\right) U_B &= 0
\end{align*}
\]

\[\text{for} \quad \text{optic mode at} \quad \mathcal{L}_{\lambda}
\]

\[\text{Light atom stays motional,} \quad U_A \text{ for}
\]

\[\text{Light atom is some value.}
\]

**Correspondence to the identical-atom problem**

Our solution to the two-atom-per-cell problem looks very different from one earlier result for a one-dimensional crystal with one kind of atom—namely, we have found the presence of a second class of modes—the optic branch.

Suppose now that \(\mathcal{L}_{\lambda} \approx \mathcal{L}_{\lambda}\). The problem then is indistinguishable from the one-dimensional one kind of atom problem. How does the optic branch know it has to disappear when \(\mathcal{L}_{\lambda} = \mathcal{L}_{\lambda}\)?

Recall that all physically meaningful modes exist for ranges of \(k\) within the first Brillouin zone; larger values of \(k\) may be shifted to within the zone by subtracting a \(2\pi\) which does not alter phase between neighboring atoms. Let us redraw \(W(k)\) such that the optic branch is drawn between \(\mathcal{L}_{\lambda} \approx \mathcal{L}_{\lambda}\) and, arbitrarily, we draw the optic branch between \(\mathcal{L}_{\lambda} \approx \mathcal{L}_{\lambda}\).
3.60 Symmetry, Structure and Tensor Properties of Materials

A crystal is not a continuum, but is composed of discrete atoms. How does this influence the propagation of elastic waves? We will here consider only a one-dimensional crystal in order to keep the algebra tractable. This is not a swindle! No new notions are required to extend the discussion to a two- or three-dimensional problem.

1. Wave Propagation in a Continuous One-Dimensional Medium

\[ \sigma = \frac{\partial \varepsilon}{\partial x} \]
\[ \varepsilon = \frac{du}{dx} \]
\[ \sigma = C \varepsilon = C \frac{du}{dx} \]
\[ \rho \frac{d^2 u}{dx^2} = \frac{d \sigma}{dx} = C \frac{d^2 u}{dx^2} \]

Solution: \[ u = u_0 e^{-\frac{2\pi i x}{\lambda}} (x - x) \]

Substitution in wave equation gives \[ v = \sqrt{\frac{\rho}{\mu}} \]

Consider a one-dimensional crystal with one kind of atom of mass \( M \) separated by lattice constant \( a \). Let the restoring force which acts when an atom is displaced be described by the force constant \( \beta \) such that \[ F = \beta \Delta u \]

Let us now relate the macroscopic parameters \( C \) and \( \rho \) to atomic parameters:

\[ \rho = \text{No. of atoms/unit length} \cdot M \]
\[ \rho = \frac{1}{a} \cdot M \]

\[ F = \beta \Delta u \]

\[ C = \beta \frac{\Delta u}{a} \]

\[ \therefore \frac{C}{\rho} = \frac{\beta a^2}{M} \]

The wave velocity in terms of atomic quantities is

\[ v = \sqrt{\frac{\rho}{\mu}} = \sqrt{\frac{\beta a^2}{M}} \text{ independent of } \lambda \].
Wave Motion on a Row of Identical Atoms

Consider a crystal of one dimension containing one type of atom of mass $m$ per unit cell $a$. Number the atoms:

$$n+3 \quad n+2 \quad n+1 \quad n \quad n-1 \quad n-2$$

Let an elastic wave propagate along the chain. At one instant of time each atom has a displacement $U_n$. Consider only nearest neighbor forces (but see discussion later).

With $F = \beta AU$

$$F_n = \beta (U_{n+1} - U_n) - \beta (U_n - U_{n-1}) = \beta (U_{n+1} - 2U_n + U_{n-1}) = M \frac{d^2 U_n}{dx^2}$$

We again look for a wave solution of the form $U_n = U_0 e^{i(\omega t - kx)}$

But this exact form will not suffice: $x$ is no longer a continuous variable. Displacement is defined only at atom locations. Let $kx \rightarrow kna$

and $U_n = U_0 e^{i(\omega t - kna)}$ is an acceptable expression $[U_{n+1} = U_0 e^{i[\omega t - (k(n+1))a]}]$

Substitution of this expression in the equation of motion as a trial solution gives:

$$MU_0 (i\omega)^2 e^{i(\omega t - kna)} = \beta U_0 e^{i\omega t} \left[ e^{-i(k(n+1))a} - 2e^{i\omega t} - e^{-i(kn)a} \right]$$

$$-M\omega^2 = \beta \left( e^{-ik\alpha} - 2 + e^{ik\alpha} \right)$$

$$= \beta \left( e^{-ik\alpha} - e^{ik\alpha} \right)^2$$

But $-\frac{1}{2}i (e^{ik\alpha} - e^{-ik\alpha}) = \sin x$

$$-M\omega^2 = \beta \left( -\frac{1}{2} \sin \frac{ka}{2} \right)^2 = -\frac{1}{4} \beta \sin^2 \frac{ka}{2}$$

$$\omega = \sqrt{\frac{\beta}{M}} \frac{1}{2} \sin \frac{ka}{2}$$

Note that $\omega = 2\pi f$ is a function of $k = \frac{2\pi}{\lambda}$

**Continuum**

$w = \sqrt{ka}$

slope $= \frac{2\pi f}{2\pi/\lambda} = \lambda f = \frac{V}{\text{velocity}}$

$k = \frac{2\pi}{\lambda}$

$w_{\text{max}} = \sqrt{\frac{\beta}{M}}$

**Discrete Atoms**

slope $= \frac{V}{\text{function of } \lambda}$

$k_{\text{max}} = \frac{\pi}{\lambda}$
For the continuum, velocity is a constant \( \sqrt{\frac{E}{m}} \), independent of \( \lambda \) and a wave of any frequency or any \( \lambda \) should be propagatable in the crystal.

Taking into account the discrete nature of the crystal we find:

1. There is a maximum angular frequency \( \omega_{\text{max}} = \sqrt{\frac{E}{m}} \) which can be propagated in the crystal.

2. Velocity is a function of wavelength and not a constant (Note that \( \nu \) slows to zero at \( \kappa_{\text{max}} \)).

[All this is rather unexpected! Note: no Razzle-Dazzle Quantum Mechanics or anything fancy here! This is purely classical mechanics!]

**Digression A** Does this result reduce to what we obtained for the continuum for wavelengths \( \gg \alpha \)? The wave shouldn’t be able to tell that atoms are there for this situation!

\[
\omega = \left( \frac{4\pi}{\lambda} \right)^{\frac{1}{2}} \sin \frac{k\alpha}{2}
\]

For large \( \lambda \), \( k = \frac{2\pi}{\lambda} \) is very small \( \Rightarrow \sin \frac{k\alpha}{2} \approx \frac{k\alpha}{2} \)

Then \( \omega \approx \left( \frac{4\pi}{\lambda} \right)^{\frac{1}{2}} \frac{k\alpha}{2} \)

\[
\approx \sqrt{\frac{4\pi^2}{\lambda}} \frac{k}{2} \]

Exactly what we obtained earlier!

What is "small" \( k \)?

Consider \( k_{\text{max}} = \frac{\pi}{\lambda} \), \( \alpha \) is of the order of \( 3 \times 10^8 \) cm

\[
\Rightarrow k_{\text{max}} \approx 10^8 \text{ cm}^{-1}
\]

Consider a \( k \) only \( \frac{1}{10} \) of the way towards \( k_{\text{max}} \), i.e., \( k \approx 10^6 \text{ cm}^{-1} \). A typical velocity of an elastic wave in a solid is \( \approx 5 \times 10^5 \text{ cm sec}^{-1} \)

\[
V = f\lambda = \frac{4\pi}{k} \Rightarrow f = \frac{kV}{4\pi} = 10^6 \times 10^5 = 10^{11} \text{ cycles sec}^{-1} \]

\( \approx 10^7 \text{ Megacycles} \) an extremely high frequency.

**Interlude B** In a "real" 1-dimensional crystal, we should consider inter-atomic actions beyond merely nearest neighbors. How will this influence the result?

In the force balance on the \( n \text{th} \) atom we wrote

\[
M \frac{d^2 u_n}{dt^2} = F = \beta_n (u_{n+1} - 2u_n + u_{n-1}) + \beta_{n+2} (u_{n+2} - 2u_n + u_{n+1}) + \beta_{n-2} (u_{n-2} - 2u_n + u_{n-1})
\]

Substituting our trial solution:

\[
-M\omega^2 = \beta_1 \left( e^{-ik\alpha} - 2 + e^{ik\alpha} \right) + \beta_2 \left( e^{-2ik\alpha} - 2 + e^{2ik\alpha} \right) + \beta_3 \left( e^{-3ik\alpha} - 2 + e^{3ik\alpha} \right)
\]
Each higher order term may now be condensed to give a $\sin^2$ term as before:

$$w^2 = \frac{4B}{M} \sin^2 \frac{kx}{2} + \frac{4B}{M} \sin^2 \frac{2kx}{2} + \frac{4B}{M} \sin^2 \frac{3kx}{2} + \cdots$$

so that

$$w^2 = \sum_{n=1}^{\infty} \frac{4B}{M} \sin^2 \frac{nkx}{2}$$

$p$ is an integer.

The effect of higher neighbor interactions is to impose small perturbations on the $\sin^2 \frac{kx}{a}$ behavior. This might appear to be a minor higher-order effect but it is enormously important in calculating specific heat! (The expression will involve $\frac{\partial^2 w}{\partial k^2}$ which blows up at the point where $w(k)$ has zero slope!!)

(End digressions)

Let us now examine the meaning of the wave with $k_{max} = \frac{\pi}{a}$ for which $w$ assumes the maximum angular frequency for which a vibrational mode may be supported by the crystal.

$$w = \sqrt{\frac{4B}{M} \sin^2 \frac{kx}{2}}$$

has maximum value when $\sin^2 \frac{kx}{2} = 1$

$$\frac{kx}{2} = \frac{\pi}{2}$$

$$k_{max} = \frac{\pi}{a}$$

This corresponds to a wave with $\lambda_{min} = \frac{2\pi}{k_{max}} = \frac{2\pi a}{\pi} = 2a$ and, as $\frac{\partial w}{\partial k} = 0$, a wave with zero velocity.

Let's plot the displacement of the atoms for such a wave as a function of distance along the chain at one particular instant of time.

The pattern of displacements are equal but opposite in direction.

This turns out to be the smallest wavelength one can define physically in the crystal! Why? Displacement may be defined only at the locations where the atoms sit! it clearly makes no physical sense to talk about a wave of $\lambda < a$.

Any pattern of displacements which we might draw with $\lambda < 2a$ may be equally well defined in terms of some $\lambda = 2a$. Let's show this specifically for $\lambda = \frac{3a}{2}$.

So that a wave with $\lambda = \frac{3a}{2}$ is completely indistinguishable from one with $\lambda = 3a > 2a$.!
What is the reason for this? Well, all we can really talk about with meaning is the relative displacement of neighboring atoms

$$\frac{u_n}{u_{n+1}} = \frac{u_0 e^{i(wt - q_n a)}}{u_0 e^{i(wt - q_{n+1} a)}} = e^{i\Delta k a}$$

We can therefore add or subtract any increment to $k$ which changes phase of $e^{i\omega a}$ by $2\pi$ and nothing will have changed. $\Delta k$ should be such that

$$\Delta k = 2\pi a$$

Thus if $k$ is such that $|k| > k_{max} = \frac{\pi}{a}$, we can always define wave in terms of a new $k'$

$$k' = k \pm p\left(\frac{2\pi a}{\lambda}ight) \quad (p \text{ an integer})$$

Such that $|k'| < \frac{\pi}{a}$, even though formally, one has $w = \left(\frac{2\pi}{\lambda}\right)^2 \sin \frac{ka}{2}$. Defined for reasonably large $k$.

---

Notice that sometimes, upon subtracting off a multiple of $\frac{2\pi}{\lambda}$, one gets a $|k'| < \frac{\pi}{a}$, but a value which is negative! A negative $k$ merely means a wave which is traveling in the opposite direction. It is amazing to show this to oneself; you can do it with the example shown above in which

$$\lambda = \frac{2\pi}{3a}, \quad k = \frac{4\pi}{3a}, \quad x = 3a, \quad k' = -\frac{2\pi}{3a} = \frac{4\pi}{3a} - \frac{6\pi}{3a}$$

Finally, what is the meaning of zero velocity for the wave with $k = k_{max} = \frac{\pi}{a}$?

$$u_n = u_0 e^{i(wt - q_n a)}$$

Substituting $k = \frac{2\pi}{\lambda}$

$$u_n = u_0 e^{i(wt - \frac{\pi}{a} n a)} = u_0 e^{i(wt) e^{-\frac{\pi}{a} n}}$$

This represents a standing wave! Amplitude builds up and decays with time for a given atom but the wave doesn't go anywhere!

Such a standing wave pattern would be produced by two equal waves moving in opposite directions. The nodes stay fixed! In fact, one can consider this as one-dimensional diffraction $\lambda$ in Bragg's law $\lambda = \frac{n a}{2}$ for $n$ even

Path diff $= 2a = n\lambda$

Such $k_{max} = \frac{\pi}{a}$ is then nothing more than the $\lambda$ for which diffraction occurs (constructive interference). This is a phenomenon which occurs when ever a wave (elastic, x-ray, electron diffraction) moves through a periodic medium.
You probably are more familiar with this situation in connection with X-ray diffraction or energy levels of electrons in crystals but they are all the same effect.

The boundary to \( k \) at \( k_{\text{max}} = \frac{\pi}{a} \) is called the first Brillouin zone.

The total number of vibrational modes which may be supported by the crystal.

We have shown that there is a lower limit, \( \lambda_{\text{min}} = 2a \), to the waves which may be supported by a crystal composed of discrete atoms.

For a finite-sized chunk of crystal, there will also be an upper limit to \( \lambda \) determined by the dimensions of the sample. For a one-dimensional crystal of length \( L \)

\[
\lambda = 2L, \quad \frac{2L}{3}, \quad \frac{2L}{6}, \quad \ldots, \quad 2a
\]

\[
\lambda = \frac{2L}{m}
\]

\( m \) is an integer \( \geq 1, 2, \ldots \)

What are the values of \( k \) for these waves?

\[
k = \frac{2\pi}{\lambda} = \frac{2\pi}{2L}, \quad \frac{2\pi}{6}, \quad \frac{2\pi}{3L}, \quad \ldots, \quad \frac{2\pi}{a}
\]

\[
k = \frac{m \pi}{L}
\]

Now, how many distinct vibrational modes can the crystal support?

\[
W_{\text{max}} = \frac{\pi}{L} = \frac{\pi}{a}
\]

\[m_{\text{max}} = \frac{L}{a} \approx N\]

The number of atoms in the crystal.

Therefore, our one-dimensional crystal with one kind of atom may support a number of vibrational modes which is equal to the number of atoms in the crystal.

Our plot of \( W \) as a function of \( k \) should therefore not be regarded as a continuous function but rather a set of discrete closely-spaced states—each separated equally by an amount \( \Delta k = \frac{\pi}{L} \).
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Propagation of Elastic Waves in Crystals

We consider here only a crystal of cubic symmetry. The treatment may be readily extended to crystals of lower symmetry but, as the number of non-zero tensor elements would become larger, the algebra would become correspondingly more tedious.

All calculations will be done in one coordinate system, so let's use the more familiar $x, y, z$ to label coordinates rather than subscripted variables.

Let us consider a volume element in a solid and set up a set of equations which will give its displacements $u, v, w$ along $x, y, z$ respectively, as a function of position and time.
Now consider a volume element in the solid with density \( \rho \) and edges \( dx, dy, dz \). For each direction \((x, y, z)\) we find the net force on the element (per area) and set it equal to mass \( \times \) acceleration.

For the \( x \)-direction:

\[
\begin{align*}
\text{NET F/UNIT A} \quad & \frac{\partial F_1}{\partial x} \quad \text{NET F/UNIT A} \quad \frac{\partial F_2}{\partial y} \quad \text{NET F/UNIT A} \quad \frac{\partial F_3}{\partial z} \\
(\frac{\partial F_1}{\partial x}) dx \cdot dy \cdot dz + (\frac{\partial F_2}{\partial y}) dy \cdot dz \cdot dx + (\frac{\partial F_3}{\partial z}) dz \cdot dx \cdot dy &= \rho \int dx \int dy \int dz \left( \frac{\partial^2 u}{\partial x^2} \right)
\end{align*}
\]

Similarly, for the \( y \)-direction:

\[
\begin{align*}
\text{NET F/UNIT A} \quad & \frac{\partial F_1}{\partial x} \quad \text{NET F/UNIT A} \quad \frac{\partial F_2}{\partial y} \quad \text{NET F/UNIT A} \quad \frac{\partial F_3}{\partial z} \\
(\frac{\partial F_1}{\partial x}) dx \cdot dy \cdot dz + (\frac{\partial F_2}{\partial y}) dy \cdot dz \cdot dx + (\frac{\partial F_3}{\partial z}) dz \cdot dx \cdot dy &= \rho \int dx \int dy \int dz \left( \frac{\partial^2 u}{\partial y^2} \right)
\end{align*}
\]

For the \( z \)-direction:

\[
\begin{align*}
\text{NET F/UNIT A} \quad & \frac{\partial F_1}{\partial x} \quad \text{NET F/UNIT A} \quad \frac{\partial F_2}{\partial y} \quad \text{NET F/UNIT A} \quad \frac{\partial F_3}{\partial z} \\
(\frac{\partial F_1}{\partial x}) dx \cdot dy \cdot dz + (\frac{\partial F_2}{\partial y}) dy \cdot dz \cdot dx + (\frac{\partial F_3}{\partial z}) dz \cdot dx \cdot dy &= \rho \int dx \int dy \int dz \left( \frac{\partial^2 u}{\partial z^2} \right)
\end{align*}
\]

Combining equations and replacing tensor description of \( \frac{\partial}{\partial x} \) by matrix element \( \sigma_{ij} \):

\[
\begin{align*}
\frac{\partial F_1}{\partial x} + \frac{\partial F_6}{\partial y} + \frac{\partial F_5}{\partial z} &= \rho \frac{\partial^2 u}{\partial x^2} \\
\frac{\partial F_6}{\partial x} + \frac{\partial F_2}{\partial y} + \frac{\partial F_4}{\partial z} &= \rho \frac{\partial^2 v}{\partial x^2} \\
\frac{\partial F_5}{\partial x} + \frac{\partial F_4}{\partial y} + \frac{\partial F_3}{\partial z} &= \rho \frac{\partial^2 w}{\partial x^2}
\end{align*}
\]
Substituting expressions for $\mathbf{\nabla}$ in terms of derivatives of displacement \[ \text{Eqs. (2)} \]

\[
\begin{align*}
\frac{C_{11}}{\partial x^2} + C_{12} \left( \frac{\partial u}{\partial x} \right) + C_{13} \left( \frac{\partial v}{\partial x} \right) + C_{14} \left( \frac{\partial w}{\partial x} \right) & = \rho \frac{\partial^2 u}{\partial t^2} \\
\frac{C_{12}}{\partial y^2} + C_{13} \left( \frac{\partial u}{\partial y} \right) + C_{14} \left( \frac{\partial v}{\partial y} \right) & = \rho \frac{\partial^2 v}{\partial t^2} \\
\frac{C_{13}}{\partial z^2} + C_{14} \left( \frac{\partial u}{\partial z} \right) & = \rho \frac{\partial^2 w}{\partial t^2}
\end{align*}
\] \[ \text{Equations (4) represent the equations governing displacement of the volume element.} \]

While all this looks rather formidable, note that this is nothing more than a plain old wave equation \[ \rho \partial^2 u / \partial t^2 = \text{stiffness times second partial derivative of displacement with position on the right, density and second partial derivative of displacement with time on the right.} \]

Accordingly, we look for a solution in the form of a traveling wave -- generalized appropriately for a three-dimensional problem.

Recall the one-dimensional wave problem:

\[
\begin{align*}
\frac{\partial^2 u}{\partial x^2} - \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} & = 0 \\
\rho & = \text{mass/area/length} \\
\sigma & = c \rho \\
\text{Solution is} & = u_0 e^{i(\omega t - kx)}
\end{align*}
\]

\[
\begin{align*}
\omega & = 2\pi f \\
k & = \frac{2\pi}{\lambda} \\
\lambda & = V \text{ velocity of wave} \\
f & = \sqrt{\frac{E}{\rho}}
\end{align*}
\]

The term in the exponent may therefore be written in alternative forms:

\[
\begin{align*}
\lambda (\omega t - kx) & = \frac{2\pi f}{\lambda} \lambda (\omega t - \frac{2\pi}{\lambda} x) \\
& = 2\pi f \left( \frac{\sigma}{\rho} x - \frac{2\pi}{\lambda} x \right) \\
& = \frac{2\pi}{\lambda} \lambda (\sigma t - x)
\end{align*}
\]

To cast the wave equation in a three-dimensional form, let $\mathbf{A}$, unit vector with direction cosines $\omega$, $\mathbf{W}$, $\mathbf{W}$ define the direction in which the wave propagates.

Let the displacement of the volume element be $\mathbf{u}(x,y,z,t)$. There is no reason why the displacement $\mathbf{u}$ need be in the direction of $\mathbf{W}$. Therefore, let the direction cosines of $\mathbf{u}$ be defined by $A, B, C$. The components of displacement for which we have equations are accordingly:

\[
\begin{align*}
u = |u| A \\
w = |u| B \\
w = |u| C
\end{align*}
\]
AN APPROPRIATE SOLUTION IS

\[ \mathbf{U} = \mathbf{U}_0 \mathbf{e}^{i \frac{2\pi}{\lambda} \left( x \mathbf{a} - y \mathbf{b} - z \mathbf{c} \right)} \quad (5) \]

(NOTE THAT PUTTING THE DIRECTION COSINES IN FRONT OF \(x, y, z\)
MEANS THAT AS WE MOVE ALONG \(x\), FOR EXAMPLE, PHASE GOES
THROUGH 2\(\pi\) AS WE GO A DISTANCE \(\lambda/2\).

\[ \mathbf{U} = \begin{cases} \mathbf{U}_A \\ \mathbf{U}_B \\ \mathbf{U}_C \end{cases} \]

LET US NOW SUBSTITUTE OUR TRIAL SOLUTION (5) INTO THE WAVE EQUATIONS (4). NOTE THAT \(\frac{\partial^2}{\partial x^2} (e^{ax}) = a e^{ax}\), THEREFORE EVERY TERM IN (4) UPON SUBSTITUTION OF (5)
WILL CONTAIN A COMMON FACTOR \(\lambda \left( \frac{2\pi}{\lambda} \right) \mathbf{U}_0 \mathbf{e}^{-i \frac{2\pi}{\lambda} \left( x \mathbf{a} - y \mathbf{b} - z \mathbf{c} \right)}\) WHICH WILL CANCEL OUT—SO LET'S NOT BOther To WRITE IT.

\[ \begin{align*}
C_{11} A^2 + C_{12} (B + \mathbf{A} \mathbf{B} + \mathbf{B} \mathbf{A}^2) + C_{44} (A^2 + B^2 + C^2) &= \rho V^2 A \\
C_{11} B^2 + C_{12} (C + \mathbf{A} \mathbf{B} + \mathbf{B} \mathbf{A}^2) + C_{44} (A^2 + B^2 + C^2) &= \rho V^2 B \\
C_{11} C^2 + C_{12} (B + \mathbf{A} \mathbf{B} + \mathbf{B} \mathbf{A}^2) + C_{44} (A^2 + B^2 + C^2) &= \rho V^2 C
\end{align*} \]

REARRANGING & COLLECTING TERMS IN A, B, & C

\[ \begin{cases}
[C_{11} A^2 + C_{44} (m^2 + n^2) - \rho V^2] A + (C_{12} + C_{44})(m B + n C) = 0 \\
[C_{11} m^2 + C_{44} (n^2 + i^2) - \rho V^2] B + (C_{12} + C_{44})(m A + n B) = 0 \\
[C_{11} n^2 + C_{44} (m^2 + i^2) - \rho V^2] C + (C_{12} + C_{44})(m A + n B) = 0
\end{cases} \quad (6) \]

OUR SOLUTION MUST SATISFY THIS SET OF EQUATIONS IF IT IS TO BE AN ACCEPTABLE SOLUTION.

Which are the independent and which the dependent variables?

- The crystal gives us the stiffnesses \(C_{11}, C_{12}, C_{44}\).
- You pick the direction in which you wish to propagate the wave, so \(\mathbf{A}, \mathbf{B}, \mathbf{C}\) may be selected for a direction of interest.
- The velocity of the wave \(V\), and the direction cosines \(A, B, C\) of the displacement vector \(\mathbf{U}\) are unknown variables.
Let us regard the direction cosines \( A, B \) & \( C \) as variables. Equations (6) represent a set of three linear homogeneous equations. One solution is \( A = B = C = 0 \) (this is not only a trivial solution, but an impossible one, as \( A^2 + B^2 + C^2 = 1 \) must also be satisfied). A non-trivial solution exists only if the determinant of the coefficients of \( A, B \) & \( C \) is zero, i.e.,

\[
\begin{vmatrix}
C_{11}l^2 + C_{44}(m^2 + n^2) - p\nu^2 & (C_{12} + C_{44})LM & (C_{11} + C_{44})LN \\
(C_{12} + C_{44})LM & [C_{11}^2 + C_{44}(m^2 + n^2) - p\nu^2] & (C_{12} + C_{44})LN \\
(C_{12} + C_{44})LN & (C_{12} + C_{44})MN & [C_{11}^2 + C_{44}(m^2 + n^2) - p\nu^2]
\end{vmatrix} = 0
\]

This is again an eigenvalue problem. Expanding the determinant leads to a 2nd order equation in \( p\nu^2 \). These are the eigenvalues, and there will be three of them, an acceptable solution exists only for these three velocities.

They are functions of the stiffness and \( L, M, \) and \( N \).

Each of the three eigenvalues for \( p\nu^2 \) may be substituted, in turn, back into the original equations (6) which may then be solved for the direction cosines \( A, B, \) & \( C \) of the displacement vector.

The essential features of the result are:

- There are 3 different types of waves which may be propagated along any given direction in the crystal.
- The velocity of these waves are different and are functions of direction in the crystal \( (L, M, N) \), the stiffnesses \( C_{ij} \), and density, \( \rho \).
- The direction of the displacement amplitude \( U \) of the wave \( (A, B, C) \) is not arbitrary, but is fixed by direction of propagation \( (L, M, N) \) and \( C_{ij} \). Moreover, it will be different for the three types of waves.

Note that equations (6) will take on much simpler form and be more amenable to direct solution for special directions in the crystal.
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**Conventions for Relabeling Stress, Strain, Stiffness, Compliance**

**In Matrix Notation**

\[
\begin{bmatrix}
\sigma_{11} & \sigma_{12} & \sigma_{13} \\
\sigma_{21} & \sigma_{22} & \sigma_{23} \\
\sigma_{31} & \sigma_{32} & \sigma_{33}
\end{bmatrix}
\rightarrow
\begin{bmatrix}
\sigma_1 & \sigma_6 & \sigma_5 \\
\sigma_6 & \sigma_2 & \sigma_4 \\
\sigma_5 & \sigma_4 & \sigma_3
\end{bmatrix}
\quad \text{i.e. } \sigma_m = \sigma_{ij}
\]

\[
\begin{bmatrix}
\epsilon_{11} & \epsilon_{12} & \epsilon_{13} \\
\epsilon_{21} & \epsilon_{22} & \epsilon_{23} \\
\epsilon_{31} & \epsilon_{32} & \epsilon_{33}
\end{bmatrix}
\rightarrow
\begin{bmatrix}
\epsilon_1 & \frac{\epsilon_6 + \epsilon_5}{2} \\
\frac{\epsilon_6 + \epsilon_4}{2} & \epsilon_2 & \frac{\epsilon_4 + \epsilon_5}{2} \\
\frac{\epsilon_5 + \epsilon_4}{2} & \frac{\epsilon_4 + \epsilon_3}{2}
\end{bmatrix}
\quad \text{i.e. } \epsilon_m = \epsilon_{ij}, \quad i \neq j
\]

\[C_{ijk} \equiv C_{ijk} \equiv C_{mn} \quad \text{i.e. no factors of 2 or 4 involved}\]

\[
\begin{cases}
S_{ijk} \equiv S_{ijk} \equiv S_{mn} & \text{for } m \text{ and } n \neq 4, 5, 6 \\
S_{ijk} \equiv S_{ijk} \equiv \frac{1}{2}S_{mn} & \text{for } m \text{ or } n = 4, 5, 6 \\
S_{ijk} \equiv S_{ijk} \equiv \frac{1}{4}S_{mn} & \text{for } m \text{ and } n = 4, 5, 6
\end{cases}
\]
CONCEPTION FROM TENSOR TO MATRIX NOTATION & VICE VERSA
(MORAL: YOU CAN'T WIN, BUT IF YOU PLAY IT RIGHT YOU CAN COME OUT EVEN)

(A) STRAIN IN TERMS OF STRESS

WRITING ONE REPRESENTATIVE LINE IN TENSOR NOTATION:

TENSOR:
\[
\varepsilon_{23} = S_{23 \text{II}} \tau_{11} + S_{23 \text{II}} \tau_{22} + \ldots + S_{23 \text{II}} \tau_{21} + S_{23 \text{II}} \tau_{12} \\
\downarrow \quad \varepsilon_{23} = \frac{1}{2} \varepsilon_{4} \quad \text{for} \quad \tau_{11} = 0 \\
\downarrow \quad \frac{1}{2} \varepsilon_{4} = S_{23 \text{II}} \tau_{11} + S_{23 \text{II}} \tau_{22} + \ldots + S_{23 \text{II}} \tau_{21} + S_{23 \text{II}} \tau_{12} \\
\downarrow \quad S_{23 \text{II}} = \frac{1}{2} \text{S}_{41} \\
\downarrow \quad \frac{1}{2} \varepsilon_{4} = \frac{1}{2} \text{S}_{41} \tau_{11} + \frac{1}{2} \text{S}_{41} \tau_{22} + \ldots + \frac{1}{2} \text{S}_{41} \tau_{21} + \frac{1}{2} \text{S}_{41} \tau_{12} \\
\downarrow \quad \text{MATRIX:} \quad \varepsilon_{4} = \text{S}_{41} \tau_{11} + \text{S}_{41} \tau_{22} + \ldots + \text{S}_{41} \tau_{21} + \frac{1}{2} \text{S}_{41} \tau_{12} \\
\downarrow \quad \text{S}_{41} = 2 \text{S}_{23 \text{II}} \\
\downarrow \quad \varepsilon_{4} = 2 \text{S}_{23 \text{II}} \tau_{11} + 2 \text{S}_{23 \text{II}} \tau_{22} + \ldots + 4 \text{S}_{23 \text{II}} \tau_{21} + 4 \text{S}_{23 \text{II}} \tau_{12} \\
\downarrow \quad \varepsilon_{23} = 2 \text{S}_{23 \text{II}} \tau_{11} + 2 \text{S}_{23 \text{II}} \tau_{22} + \ldots + 4 \text{S}_{23 \text{II}} \tau_{21} + 4 \text{S}_{23 \text{II}} \tau_{12} \\
\downarrow \quad \text{TENSOR:} \quad \varepsilon_{23} = S_{23 \text{II}} \tau_{11} + S_{23 \text{II}} \tau_{22} + \ldots + S_{23 \text{II}} \tau_{21} + S_{23 \text{II}} \tau_{12} \\
\downarrow \quad \varepsilon_{23} = S_{23 \text{II}} \tau_{11} + S_{23 \text{II}} \tau_{22} + \ldots + S_{23 \text{II}} \tau_{21} + S_{23 \text{II}} \tau_{12}
\]

\[
\varepsilon_{4} = \text{S}_{41} \tau_{11} + \text{S}_{41} \tau_{22} + \ldots + \frac{1}{2} \text{S}_{41} \tau_{12} \\
\downarrow \quad \varepsilon_{4} = \frac{1}{2} \text{S}_{41} \tau_{11} + \frac{1}{2} \text{S}_{41} \tau_{22} + \ldots + \frac{1}{2} \text{S}_{41} \tau_{21} + \frac{1}{2} \text{S}_{41} \tau_{12} \\
\downarrow \quad \text{S}_{41} = 2 \text{S}_{23 \text{II}} \\
\downarrow \quad \varepsilon_{4} = 2 \text{S}_{23 \text{II}} \tau_{11} + 2 \text{S}_{23 \text{II}} \tau_{22} + \ldots + 4 \text{S}_{23 \text{II}} \tau_{21} + 4 \text{S}_{23 \text{II}} \tau_{12} \\
\downarrow \quad \varepsilon_{23} = 2 \text{S}_{23 \text{II}} \tau_{11} + 2 \text{S}_{23 \text{II}} \tau_{22} + \ldots + 4 \text{S}_{23 \text{II}} \tau_{21} + 4 \text{S}_{23 \text{II}} \tau_{12} \\
\downarrow \quad \text{TENSOR:} \quad \varepsilon_{23} = S_{23 \text{II}} \tau_{11} + S_{23 \text{II}} \tau_{22} + \ldots + S_{23 \text{II}} \tau_{21} + S_{23 \text{II}} \tau_{12}
\]
Stress in terms of strain

Writing one representative line in tensor notation:

Tensor: \[ \sigma_{21} = C_{2111} \varepsilon_{11} + C_{2122} \varepsilon_{22} + \ldots + C_{2123} \varepsilon_{23} + C_{2132} \varepsilon_{32} + \ldots \]

\[ \sigma_{21} \equiv \sigma_{6} \]

\[ \sigma_{6} = C_{61} \varepsilon_{1} + C_{62} \varepsilon_{2} + \ldots + C_{64} \left( \varepsilon_{4} + \frac{1}{2} \varepsilon_{4} \right) + \ldots \]

Matrix: \[ \sigma_{6} = C_{61} \varepsilon_{1} + C_{62} \varepsilon_{2} + \ldots + C_{64} \varepsilon_{4} + \ldots \]

Tensor: \[ \sigma_{21} = C_{2111} \varepsilon_{11} + C_{2122} \varepsilon_{22} + \ldots + C_{2123} \varepsilon_{23} + C_{2132} \varepsilon_{32} + \ldots \]
### Symmetry, Structure and Tensor Properties of Materials

#### Symmetry Restrictions for 4<sup>th</sup> Rank Property Tensors

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Tensor Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tetragonal</strong> (4&lt;sub&gt;2&lt;/sub&gt;, 4&lt;sub&gt;2&lt;/sub&gt;, 4&lt;sub&gt;m&lt;/sub&gt;)</td>
<td>$S_{11} S_{12} S_{13} 0 0 0$  $S_{11} S_{12} S_{13} 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{22} S_{33} 0 0 0$  $S_{22} S_{33} 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{44} 0 0 0 0 0$  $S_{44} 0 0 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{55} 0 0 0 0 0$  $S_{55} 0 0 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{66}$  $S_{66}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Symmetry</th>
<th>Tensor Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cubic</strong></td>
<td>$S_{11} S_{12} S_{13} 0 0 0$  $S_{11} S_{12} S_{13} 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{11} S_{13} 0 0 0 0$  $S_{11} S_{13} 0 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{33} 0 0 0 0 0$  $S_{33} 0 0 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{44} 0 0 0 0 0$  $S_{44} 0 0 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{55} 0 0 0 0 0$  $S_{55} 0 0 0 0 0$</td>
</tr>
<tr>
<td></td>
<td>$S_{66}$  $S_{66}$</td>
</tr>
</tbody>
</table>
Symmetry Restrictions for 4th Rank Property Tensors

**Triclinic**

\[ S_{11} \quad S_{12} \quad S_{13} \quad S_{14} \quad S_{15} \quad S_{16} \]
\[ S_{22} \quad S_{23} \quad S_{24} \quad S_{25} \quad S_{26} \]
\[ S_{33} \quad S_{34} \quad S_{35} \quad S_{36} \]
\[ S_{44} \quad S_{45} \quad S_{46} \]
\[ S_{55} \quad S_{56} \]
\[ S_{66} \]

**Monoclinic (2/1 \times 3)**

\[ S_{11} \quad S_{12} \quad S_{13} \quad 0 \quad 0 \quad S_{16} \]
\[ S_{22} \quad S_{23} \quad 0 \quad 0 \quad 0 \quad S_{26} \]
\[ S_{33} \quad 0 \quad 0 \quad 0 \quad 0 \quad S_{36} \]
\[ S_{44} \quad S_{45} \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{55} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{66} \]

**Orthorhombic (2\#1 \times x_1 \times x_2 \times x_3)**

\[ S_{11} \quad S_{12} \quad S_{13} \quad 0 \quad 0 \quad 0 \]
\[ S_{22} \quad S_{23} \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{33} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{55} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{66} \]

**Tetragonal (\#4, \#4, \#m)**

\[ S_{11} \quad S_{12} \quad S_{13} \quad 0 \quad 0 \quad S_{16} \]
\[ S_{11} \quad S_{13} \quad 0 \quad 0 \quad 0 \quad -S_{16} \]
\[ S_{33} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{66} \]

**Tetragonal (422, 4mm, \#2m, 4\#mm)**

\[ S_{11} \quad S_{12} \quad S_{13} \quad 0 \quad 0 \quad 0 \]
\[ S_{11} \quad S_{13} \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{33} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{66} \]

**Cubic**

\[ S_{11} \quad S_{12} \quad S_{13} \quad 0 \quad 0 \quad 0 \]
\[ S_{11} \quad S_{12} \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{11} \quad S_{12} \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{11} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
\[ S_{44} \quad 0 \quad 0 \quad 0 \quad 0 \quad 0 \]
<table>
<thead>
<tr>
<th>Hexagonal</th>
<th>Trigonal $(3, \overline{3})$</th>
<th>Trigonal $(32, 3m, \overline{3}m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{11}$</td>
<td>$S_{11}$</td>
<td>$S_{11}$</td>
</tr>
<tr>
<td>$S_{12}$</td>
<td>$S_{12}$</td>
<td>$S_{12}$</td>
</tr>
<tr>
<td>$S_{13}$</td>
<td>$S_{13}$</td>
<td>$S_{13}$</td>
</tr>
<tr>
<td>$S_{14}$</td>
<td>$-S_{14}$</td>
<td>$-S_{14}$</td>
</tr>
<tr>
<td>$S_{15}$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$S_{33}$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$S_{44}$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$S_{44}$</td>
<td>$2S_{14}$</td>
<td>$2S_{14}$</td>
</tr>
<tr>
<td></td>
<td>$(2S_{11}-2S_{12})$</td>
<td>$(2S_{11}-2S_{12})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hexagonal</th>
<th>$(6, \overline{6}, 6\overline{3}m, 6\overline{2}2, 6\overline{m}m, 6\overline{m}2, \overline{6}mmm)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{11}$</td>
<td>$S_{11}$</td>
</tr>
<tr>
<td>$S_{12}$</td>
<td>$S_{12}$</td>
</tr>
<tr>
<td>$S_{13}$</td>
<td>$S_{13}$</td>
</tr>
<tr>
<td>$S_{33}$</td>
<td>$0$</td>
</tr>
<tr>
<td>$S_{44}$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$S_{44}$</td>
</tr>
<tr>
<td></td>
<td>$(2S_{11}-2S_{12})$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Isotropic</th>
<th>CAUCHY RELATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{11}$</td>
<td>(1) CENTRAL FORCES</td>
</tr>
<tr>
<td>$S_{12}$</td>
<td>(2) EACH ATOM AT CENTER</td>
</tr>
<tr>
<td>$S_{12}$</td>
<td>OF SYMMETRY</td>
</tr>
<tr>
<td>$S_{11}$</td>
<td>(3) NO INITIAL STRESS</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$C_{44} = (C_{11} - C_{12})$</th>
<th>$2(S_{11} - S_{12})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{2} S_{44} = (S_{11} - S_{12})$</td>
<td>$2(S_{11} - S_{12})$</td>
</tr>
</tbody>
</table>

$C_{12} = C_{44}$
Some Basic Relations in Electromagnetism

Dipole Moment: Consider a pair of point charges of equal magnitude but opposite sign separated by a distance d.

\[ q_+ - q_- \]

The dipole moment is defined as \( \vec{p} = q_+ \vec{d} \). It is assigned a vector sense - parallel to \( \vec{d} \) and pointing from the negative charge toward the positive charge. This definition is useful because the vector sense and the combination of \( q_+ \) and \( q_- \) together appear in considerations such as the electric field \( \vec{E} \) created in the region around the dipole or in computing the torque on a dipole when it is placed in an electric field.

Dipoles can be either

- Permanent
- Or induced

(a) Atom in electric field

\[ \vec{p} \times \vec{E} \]

\( \propto \alpha \vec{E} \)

Electronic Polarizability

(b) Ions in a structure

We represent the electron cloud by a sphere of radius \( R \) that has a uniform concentration of electrons throughout its volume. Also, we assume that when the electric field acts to displace the nucleus and the electrons, the spherical distribution distribution of electrons is not deformed.

Let's consider a very simplified model for the dielectric polarizability.

The dipole moment is given by \( \vec{d} = q \vec{d} \).

The force on the charges exerted by the electric field \( \vec{E} \) is

\[ F = q \vec{E} \] (\( \vec{F} \) is force per unit charge)

Draw a circle of radius \( d \) (the separation of the center of the electron distribution and the nucleus) about the center of the electron sphere. Then the force between the electrons and nucleus is (by Coulomb's law)

\[ F = \frac{1}{4\pi\varepsilon_0} \frac{q_+ q_-}{d^2} \]

where \( q \) is the charge inside the sphere of radius \( d \).

If we use the fact that a charge placed within a uniformly-charged sphere experiences no force at any position, we have

\[ Q \text{ will be } \frac{4}{3}\pi R^3 \cdot 2e \]
Equating these electrostatic forces

\[ \frac{2eE}{4\pi \varepsilon_0} \frac{2e}{d^2} = \frac{1}{4\pi \varepsilon_0} \frac{2e}{d^2} \left( \frac{d^2}{\varepsilon_0} \right) \]

Solving for \( d \)

\[ d = \frac{4\pi \varepsilon_0 R^3}{2e} \]

And the dipole moment \( 2ed \)

is \( \rho = \frac{4\pi \varepsilon_0 R^3}{2e} \).

From which

\[ \rho = \frac{4\pi \varepsilon_0 R^3}{2e} \]

And the electronic polarizability is

\[ \alpha = \frac{4\pi \varepsilon_0 R^3}{2e} \]

This very simplified model is instructive and amusing for two reasons.

1. It predicts that the induced dipole moment is predicted to be proportional to \( \rho \).
2. The electronic polarizability is shown to be proportional to the volume of the atom; big atoms are much bigger, which is in fact the case. (TI^4 has the largest ionic polarizability of any cation.)

Polarizabilities are related to index of refraction, \( n \), by the Lorentz-Lorenz equation

\[ \frac{n^2 - 1}{n^2 + 2} = \frac{4\pi}{3} \sum N_i \alpha_i \text{ where } N_i \text{ is number of species } i \text{ per unit volume} \]

Or, in another form

\[ \frac{M}{n^2 - 1} = \frac{4\pi}{3} L \alpha \text{ where } \left\{ \begin{array}{l} M = \text{molar weight} \\ \rho = \text{density} \\ L = \text{Avogadro's number} \\ \alpha = \text{polarizability per "molecule"} \end{array} \right. \]

The dielectric constant of a material, \( \varepsilon \), is related to index of refraction by

\[ \varepsilon = n^2 \]

The above relations may, therefore, be written in terms of \( \varepsilon \) (upon which they become known as the Clausius-Mosotti equations).

A set of electronic polarizabilities for ions have been determined on this basis by Tessman, Kahn and Shockley (Phys. Rev. 42, 890 (1932)).
The dipole moment per unit volume is designated by $P$ and has units of $\frac{\text{charge} \cdot \text{length}^2}{\text{length}^3}$ per unit area.

Let each of the atomic dipoles above be represented by a cubic cell of edge $\delta$ with induced charges on its surface. The dipole moment on each atom is $P = q_x \delta$ where $q_x$ is the induced charge.

The number of cells/unit volume is $n = \frac{\text{unit volume}}{\text{vol./cell}} = \frac{1}{\delta^3}$.

So the dipole moment per unit volume, $P$, is

$$P = n \cdot P = \frac{1}{\delta^3} \cdot q_x \delta$$

$P = \frac{q_x}{\delta^2}$, an induced charge/unit area.

While this model may seem overly simple and crude, the details of the "cells" do not matter because charge everywhere cancels internally and remains un-neutralized only on the surface of the specimen. Therefore, polarization, $P$, dipole moment/unit vol., is equally numerically and physically to an induced charge/unit area.
Piezoelectricity

Piezoelectricity (literally "pressure electricity") is an important property that
must be described in terms of a third-rank tensor. The property is the basis of
a number of devices ranging from transducers, sensors, and actuators through audio
equipment down to everyday devices such as cigarette lighters.

There are several distinct piezoelectric phenomena and we shall describe each
in turn.

The **Direct Piezoelectric Effect** describes a dipole moment per unit volume
(polarization, \(p\)) that is created when a material is subjected to an
applied stress. The origin of the property can be quite simple in some materials.
In an ionic material, the location of deformation through application of a stress
moves charged ions relative to one another and thereby creates local dipole
moments. (It is possible to calculate the magnitude of the property for simple
structures if one knows the elastic properties.)

We will follow the simple assumptions that we made for second-rank tensors—
namely, we will assume a linear response and, second, that every component of the
generalized displacement is given by a linear combination of each component of the
generalized force. For the direct piezoelectric effect this means we write each
component of the polarization vector as a linear combination of each of the
nine components of the stress tensor:

\[
P_i = d_{ijk} \sigma_{jk}
\]

\(P_i\) is a vector (tensor of first rank) and transforms according to the law for vectors
\(P_i' = C_{ij} P_j\), where \(C_{ij}\) are the direction cosines for the change of axes.
\(\sigma_{ij}\) is a tensor of second rank and transforms according to the law for 2nd rank tensors
\(\sigma'_{ij} = C_{ik} C_{jm} \sigma_{km}\).

From this it follows that \(d_{ijk}\) will transform according to

\[
d_{ijk} = C_{ik} C_{jm} C_{ln} d_{mn}
\]

and is, therefore, a tensor of third rank.

The elements \(d_{ijk}\) are called the **piezoelectric moduli** and are the coefficients
in these equations for \(P_i, P_j, P_k\) that involve all nine elements of \(\sigma\):

\[
\begin{align*}
P_1 &= d_{111} \tau_{11} + d_{122} \tau_{22} + d_{133} \tau_{33} + d_{123} \tau_{23} + d_{132} \tau_{32} + d_{112} \tau_{12} + d_{113} \tau_{13} + d_{124} \tau_{24} + d_{142} \tau_{42} \\
P_2 &= d_{222} \tau_{11} + d_{233} \tau_{22} + d_{213} \tau_{33} + d_{223} \tau_{13} + d_{231} \tau_{24} + d_{242} \tau_{12} + d_{214} \tau_{12} + d_{234} \tau_{34} + d_{243} \tau_{43} \\
P_3 &= d_{333} \tau_{11} + d_{313} \tau_{13} + d_{323} \tau_{23} + d_{331} \tau_{31} + d_{332} \tau_{32} + d_{312} \tau_{12} + d_{321} \tau_{21} + d_{343} \tau_{43} + d_{342} \tau_{42}
\end{align*}
\]

From the preceding lecture we saw that a consequence of polarization was an induced
surface charge and that polarization (dipole moment/unit area) is numerically equal to \(p\).

If we have a sample in which a polarization has been induced in some general
direction relative to surfaces normal to our reference
axes \(X, Y, Z\), the \(X\) component of \(P_1, P_2, P_3\), will be equal
to the charge per unit area on the surface normal
to \(X\), \(P_2\) the charge per unit area on a surface normal to
\(X_2\) -- etc. Note that we can, through the geometry of
the sample, create a specimen that emphasizes one charge
density over another -- for example a very thin plate in the \(X, X_2\) plane will primarily
\[ P_3 \text{ -- big surface } \times \text{ charge per unit area} = \text{big charge} \]

\[ P \text{ measures charge per unit area (Coulombs/m}^2\text{) and } \sigma_{ij} \text{ is force per unit area (N/m}^2\text{).} \]

Therefore,
\[ P \text{ (Coulombs/m}^2\text{)} = \sigma \text{ (N/m}^2\text{) } \text{the units of } \sigma \text{ are } \text{Coulombs/Newton} \]

Charge per unit force.

If the charge in produced on a surface is positive, then \( P \) is positive. (Recall that on an atomic scale dipole moment is a vector directed from the charge to the charge along the vector separating the charges.) If the induced dipole moment is one that creates a charge on a surface that macroscopically, a positive \( P \) is one that is parallel to the induced dipole moments.

Note that the nature of the relation \( P = \sigma \) in \( \sigma_{ij} \) says that if \( P \) is say, \( \sigma \) for a given state of stress (i.e., positive charge on the surface due to which \( P \) is directed), then reversing the sign of \( P \) (e.g., going from tensile to compressive) changes the sign of the induced surface charge and the direction of \( P \).

**Conversion to Matrix Notation**

Let us examine one line of the tensor relation between \( P_i \) and \( \sigma_{ij} \); for example,
\[ P_i = d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} + d_{ij} \sigma_{ij} \]

A feature of this relation is that the second two subscripts on \( d_{ij} \) always act in pairs. This raises a question of whether we should keep this awkward tensor notation.

(The notation, in fact, grows increasingly cumbersome as the rank of the tensor increases.) Why don't we simplify life by using a single symbol to represent the relation between polarization and stress?

To answer that question — if we move to a two-subscript notation we have lost the indices on the tensor elements and no longer have the information needed to transform from one coordinate system to another. In short, we will have a matrix relation and not a tensor expression. This is of small concern to the device engineer whose work involves say, working with quartz crystals that are cut in a particular, nearly-changing, crystallographic orientation. If the need arises to refer the properties to a different coordinate system, however, we must be constantly prepared to reconstruct the full three subscript tensor notation.

The numbers that describe piezoelectric behavior, are, however, invariably reported in matrix form referred to references axes whose relation to crystallographic axes and symmetry elements is established by nomenclature committees of relevant professional societies.

The convention for switching the last two indices to a single symbol is easy to remember, from the following: take a path through the stress tensor as follows:

\[
\begin{align*}
1 & \rightarrow 1 \\
2 & \rightarrow 2 \\
3 & \rightarrow 3
\end{align*}
\]

With this convention we can begin to write

TENSOR: \[ P_3 = d_{11} \sigma_{11} + d_{12} \sigma_{12} + \cdots + \sigma_{33} \]

MATRIX: \[ P_1 = d_{11} \sigma_{11} + d_{12} \sigma_{12} + \cdots \]

Whoops! Now we have a problem!!

When we encounter the off-diagonal elements of shear stress we have two elements that carry the same two subscripts. Moreover, when \( \alpha \neq \beta \) \( \tau_{ij} = \tau_{ji} \) and you cannot have one without the other... if the body is in mechanical equilibrium.

Therefore, attempting to continue:

**Tensile:**
\[
P_i = \sum \tau_{ij} = \sum \tau_{ji}
\]

**Matrix:**
\[
d_{123} \tau_{13} + d_{132} \tau_{32} + d_{131} \tau_{31} + d_{113} \tau_{13} + d_{112} \tau_{12} + d_{121} \tau_{21}
\]

This is terrible!! We can't apply a \( \tau_{23} \) without an equal \( \tau_{32} \) — so, how are we to measure \( d_{123} \) and \( d_{132} \) independently? Are they equal (\( d_{123} = d_{132} \))? How can we tell? Are we going to have to modify our notation such that we can keep \( d_{132} \) and \( d_{123} \) distinguishable? If so, we are back to a 3 x 9 array of elements and there is no point or gain in going from tensor to matrix notation. If we must measure \( d_{132} \) and \( d_{123} \) separately, shall we assume that they are equal? Why not, if we can only experimentally measure their combination? If so then we write:

\[
d_{123} \tau_{13} + d_{132} \tau_{32} \rightarrow d_{1} \tau_{1} + d_{4} \tau_{4} + d_{9} \tau_{9} = 2d_{1} \tau_{1} \]

In other words, do we say \( P_j = d_{ij} \tau_{ij} \) for \( j = 1, 2, 3 \)

But \( P_j = 2d_{ij} \tau_{ij} \) for \( j = 4, 5, 6 \)  

Fine matrix that would be!!

There is efficiency in a matrix relation, however, and it is sensible to write

\[
P_j = d_{3j} \tau_{j1} \quad \text{for} \quad j = 1, 2, 3 \quad \text{and} \quad j = 4, 5, 6
\]

The only way to do this is to absorb the factor of 2 in defining the matrix piezoelectric modulus and say \( d_{ijk} = d_{ij} \) if \( j = k = 1, 2, \text{or} \ 3 \)

But \( d_{ijk} + d_{ijk} = d_{ij} \) if \( j = 4, 5, \text{or} \ 6 \)

This problem of hiding a factor 2 gets progressively worse with higher-rank tensors

By going to matrix notation we have gone from \( 3 \times 9 = 27 \) tensor elements to \( 3 \times 6 = 18 \) matrix elements

**The Converse Piezoelectric Effect**

This is, seemingly, a different type of 3rd rank tensor property. It describes the fact that if one applies an electric field to a crystal a state of strain is induced. This is perhaps not surprising; in an ionic crystal an electric field would pull positive ions in one direction and anions in the opposite direction and this is surely not unexpected.

We could write therefore \( C_{jk} = T_{jk} \) which would be a set of nine equations in three variables, the components of \( \mathbf{C} \)

\[
\mathbf{C} = \begin{bmatrix} C_{11} & C_{12} & C_{13} \\ C_{21} & C_{22} & C_{23} \\ C_{31} & C_{32} & C_{33} \end{bmatrix}
\]

Thus a \( 9 \times 3 = 27 \) elements in the array

(still a third rank tensor — three subscripts — and still the same law of transformation)

What is surprising — very surprising, in fact, is that the same array of coefficients serve to describe both the direct and the converse piezoelectric effects!!
To be able to write the converse piezoelectric effect in terms of the piezoelectric moduli, however, one must bend the conventions for summations over repeated subscripts a little bit and write \( e_{ij} = d_{ijk} f^{j} \) (note the reversed order of the subscripts). This relation comes from a thermodynamic argument and not from tensor formalism.

There is one interesting consequence of the converse piezoelectric effect that has bearing on the ambiguities that we encountered in going from tensor to matrix notation in the case of the direct piezoelectric effect. Writing out a few lines of the equations:

\[
\begin{align*}
E_{11} &= d_{111} E_1 + d_{121} E_2 + d_{131} E_3 \\
E_{22} &= d_{222} E_1 + d_{221} E_2 + d_{231} E_3 \\
E_{33} &= d_{333} E_1 + d_{232} E_2 + d_{332} E_3 \\
E_{12} &= d_{123} E_1 + d_{223} E_2 + d_{323} E_3 \\
E_{23} &= d_{231} E_1 + d_{331} E_2 + d_{333} E_3
\end{align*}
\]

We see that these equations give an answer to a question that we have not yet asked: can application of an electric field cause a volume change? \( \Delta V \)?

- If \( \Delta V = 0 \), then the terms on the right are zero for any \( E_1 \), these can be no volume change.

Unfortunately, the nasty factor of 2 that we encountered in the direct piezoelectric effect now reappears to cause trouble again. We had written

\[
\mathbf{P} = d_{123} T_3
\]

in matrix form. In order to do so we had to absorb a factor of 2 when we wrote, for example,

\[
\mathbf{P} = 2 d_{123} T_3 + d_{128} T_8 + d_{131} T_1 + d_{132} T_2 + d_{133} T_3 + d_{134} T_4 + d_{141} T_1 + d_{142} T_2 + d_{143} T_3 + d_{144} T_4
\]

We observed that we could not apply \( T_3 \) without applying an identical \( T_3 \) and so it seemed that we could not measure \( d_{123} \) and \( d_{132} \) individually. It therefore seemed reasonable to lump them together, into a single matrix element, and we now know that \( d_{123} = d_{132} \), as a result of the converse piezoelectric effect! We can therefore write

\[
\mathbf{P} = 2 d_{123} T_3 + 2 d_{113} T_1 + 2 d_{112} T_2
\]

And then defined \( d_{114} T_4 = d_{115} T_5 + d_{116} T_6 \).

Therefore

\[
\begin{align*}
d_{123} &= d_{132} = \frac{1}{2} d_{14} \\
d_{113} &= d_{131} = \frac{1}{2} d_{15} \\
d_{112} &= d_{121} = \frac{1}{2} d_{16}
\end{align*}
\]

Now we encounter trouble! If we now attempt to write the converse effect in matrix form:

\[
\begin{align*}
e_{11} &= d_{123} E_1 + d_{124} E_2 + d_{125} E_3 \\
e_{22} &= d_{231} E_1 + d_{234} E_2 + d_{235} E_3 \\
e_{33} &= d_{314} E_1 + d_{312} E_2 + d_{315} E_3
\end{align*}
\]

And now we cannot write a matrix relation without some terms having a factor \( z \) and some not! We must hide the factor 2 somewhere else and the only place left is in the definition of matrix strain.
Symmetry Restrictions on Piezoelectric Moduli \((d_{ij})\)

We are thus forced to write
\[
\begin{bmatrix}
E_{11} E_{12} E_{13} \\
E_{12} E_{22} E_{23} \\
E_{13} E_{23} E_{33}
\end{bmatrix} \rightarrow \begin{bmatrix}
E_1 & \frac{1}{\sqrt{2}} E_6 & \frac{1}{\sqrt{2}} E_5 \\
\frac{1}{\sqrt{2}} E_6 & E_2 & \frac{1}{\sqrt{2}} E_9 \\
\frac{1}{\sqrt{2}} E_5 & \frac{1}{\sqrt{2}} E_9 & E_3
\end{bmatrix}
\]

Symmetry Restrictions on Piezoelectric Moduli \((d_{ij})\)

We have become familiar with the procedure for deriving these constraints in considering second-rank tensors. The process is exactly analogous for third-rank tensors except that we must, first, convert from matrix form to tensor form in order to have all these proper subscripts for \(d_{ij}\); and, second, there are more direction cosines in the summation for the transformed element \((d_{ijk} = C_{i}^{\prime} C_{j} C_{k} C_{m} d_{mn})\) and there are a great many elements to be transformed and a great many more terms in each summation.

Let's perform a transformation for two elements just to remind ourselves how it works.

(a) \(d_{13}\) in a monoclinic crystal with symmetry 2 (oriented along \(x_3\))

\[
d_{13} \equiv d_{133}
\]

Using the method of direct inspection \(x_1 x_2 x_3 \rightarrow x_1 y_2 y_3\)

\[
\begin{align*}
d_{ijk} & = \frac{x_i x_j x_k}{x_1 x_2 x_3} & \quad & \frac{x_i' x_j' x_k'}{x_i' x_j' x_k'} \\
& = -x_i x_3 x_3 & \quad & 0
\end{align*}
\]

\(d_{133} = 0\)

(b) \(d_{13}\) in a monoclinic crystal with symmetry \(m\) (oriented along \(x_3\))

\[
d_{13} \equiv d_{133}
\]

Transformation of axes is \(x, x_1 x_2 \rightarrow x, x_1 x_3\)

\[
\begin{align*}
d_{ijk} & = \frac{x_i x_j x_k}{x_1 x_3 x_3} & \quad & \frac{x_i' x_j' x_k'}{x_i' x_j' x_k'} \\
& = -x_i x_3 x_3 & \quad & 0
\end{align*}
\]

\(d_{133} = d_{133} = 0\) No constraints

Notice that crystals of symmetry 2 and \(m\) are both monoclinic, and yet the constraints on \(d_{13}\) are quite different (unlike even-rank tensors for which all monoclinic crystals must display the same constraints).

Symmetry Restrictions on Piezoelectric Moduli \((d_{ij})\)

Centrosymmetric symmetry: All \(d_{ij} \equiv 0\)

\(\begin{pmatrix}
1, 2_m, 3_m, 3_m^2, 3_m^3, 4_m, 4_m 3_m 3_m, 3, 3_m^2, 6_m, 6_m 3_m, 3_m^2 3_m, 3_m 3_m^2, 3_m^3
\end{pmatrix}\)

Tetragonal (1)

\[
\begin{array}{cccccc}
d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16} \\
d_{21} & d_{22} & d_{23} & d_{24} & d_{25} & d_{26} \\
d_{31} & d_{32} & d_{33} & d_{34} & d_{35} & d_{36}
\end{array}
\]

Octahedral (8)

Monoclinic 2 (11x3)

\[
\begin{pmatrix}
0 & 0 & 0 & d_{14} & d_{15} & 0 \\
0 & 0 & 0 & d_{24} & d_{25} & 0 \\
0 & 0 & 0 & d_{34} & d_{35} & 0
\end{pmatrix}
\]

Orthonormal (10)

\[
\begin{pmatrix}
d_{11} & d_{12} & d_{13} & 0 & 0 & d_{16} \\
d_{21} & d_{22} & d_{23} & 0 & 0 & d_{26} \\
0 & 0 & 0 & d_{34} & d_{35} & 0
\end{pmatrix}
\]
**Orthorhombic**

\[ 2 \overline{2} 2 \] \((x_1, x_2, x_3)\)

\[ 2 \text{mm} \] \((2 \| x_3)\)

\[
\begin{array}{c}
\text{d}_{14} \quad 0 \\
\text{d}_{15} \quad 0 \\
\text{d}_{36} \quad 0 \\
\end{array}
\]

\[
\begin{array}{c}
\text{d}_{14} \quad 0 \\
\text{d}_{15} \quad 0 \\
\text{d}_{36} \quad 0 \\
\end{array}
\]

---

**Tetragonal**

\[ 4 \] \((x_4)\)

\[ 4 \text{mm} \] \((4 \| x_3)\)

\[
\begin{array}{c}
\text{d}_{14} \quad \text{d}_{15} \quad 0 \\
\text{d}_{15} \quad -\text{d}_{14} \quad 0 \\
\text{d}_{31} \quad \text{d}_{31} \quad \text{d}_{33} \quad 0 \\
\end{array}
\]

\[
\begin{array}{c}
\text{d}_{14} \quad \text{d}_{15} \quad 0 \\
\text{d}_{15} \quad -\text{d}_{14} \quad 0 \\
\text{d}_{31} \quad \text{d}_{31} \quad \text{d}_{33} \quad 0 \\
\end{array}
\]

**Cubic**

\[ 4 \overline{3} 2 \]

\[ 4 \text{mm} \text{ and } 2 \overline{3} \]

All models are zero!
**HEXAGONAL**

<table>
<thead>
<tr>
<th>3M (31m3)</th>
<th>32 (311m3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d_{11} - d_{11} o d_{14} d_{15} + 2d_{21}</td>
<td>d_{11} - d_{11} o d_{14} 0</td>
</tr>
<tr>
<td>d_{31} - d_{31} o d_{14} - d_{14} - 2d_{11}</td>
<td>0 0 0 0 - d_{14} - d_{11}</td>
</tr>
<tr>
<td>d_{31} - d_{31} d_{31} 0 0 0</td>
<td>0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>6M (311m3, m11x1)</th>
<th>6</th>
<th>22</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 d_{14} d_{15} 0</td>
<td>0 0 0 0 d_{14} d_{15} 0</td>
<td>0 0 0 0 d_{14} 0 0</td>
</tr>
<tr>
<td>d_{31} - d_{31} o d_{15} 2d_{21}</td>
<td>d_{31} - d_{31} o d_{15} 2d_{21}</td>
<td></td>
</tr>
<tr>
<td>d_{31} - d_{31} d_{31} 0 0 0</td>
<td>d_{31} - d_{31} d_{31} 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

**SAME RESULT AS FOR 4MM**

<table>
<thead>
<tr>
<th>6m</th>
<th>6m2 (6m2x1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>d_{11} - d_{11} o 0 0 0 2d_{21}</td>
<td>d_{11} - d_{11} o 0 0 0 2d_{21}</td>
</tr>
<tr>
<td>d_{31} - d_{31} o 0 0 - 2d_{21}</td>
<td>d_{31} - d_{31} o 0 0 - 2d_{21}</td>
</tr>
<tr>
<td>0 0 0 0 0 0 0</td>
<td>0 0 0 0 0 0 0</td>
</tr>
</tbody>
</table>

**The reason for some of the above constraints can be understood from a simple physical argument.**

For example, if a crystal possesses inversion symmetry, it cannot be ferroelectric (all $d_{14}$ = 0).

- **G_{33}**: Suppose we have a plate shaped crystal and apply it with a compressive stress. 
  - $G_{33}$: Suppose the surface develops a positive charge density. 
  - (This means $P_{33}$ is antiparallel to the force along $x_3$).

- **G_{33}**: Let's now invert the crystal. The bottom surface (and the +charge!) is now on top.
  - If we apply the same compressive stress as before, we should get the same result as before if the crystal is left unchanged by inversion. But the polarity of the charge is changed and has not remained invariant. The result is impossible.
OTHER PIEZOELECTRIC EFFECTS

There are two other piezoelectric effects that we can mention. They are not dignified with special names of a specific effect.

If we apply a stress to induce a polarization (the direct piezoelectric effect), we will also induce a strain as a consequence of that stress. Therefore, we could write a relation between induced polarization and strain

$$P_i = e_{ijk} E_{jk}$$

Similarly, in the converse piezoelectric effect, if an electric field induces a state of strain, the material must also be under stress and

$$E_{jk} = -e_{ijk} S_i$$

Note again the transposed order of subscripts relative to convention in tensor notation. The relationship between $e_{ijk}$ and $-e_{ijk}$ again follows from thermodynamic principles and not from symmetry requirements.

EXAMPLES OF PIEZOELECTRIC MATERIALS

1. QUARTZ ($SiO_2$) Point Group 32.

The "standard" reference axes are as shown. The matrix of piezoelectric moduli is

$$d_{ij} = \begin{bmatrix} -2.3 & 2.3 & 0 & -0.67 & 0 & 0 \\ 0 & 0 & 0 & 0.67 & 4.6 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \times 10^{-12} \text{ Coul/Newton}$$

Quartz is not an especially strong piezoelectric material.

Suppose we apply a field of $100 \text{ V/cm} = 10^4 \text{ V/m}$ along the 2-fold axis directed along $x_3$. Then, from the converse piezoelectric effect

$$e_3 = d_{32} E_2 = -2.3 \times 10^{-12} \times 10^4 = -2.3 \times 10^{-8} \text{ NOT A VERY LARGE STRAIN!}$$

What makes quartz useful as a piezoelectric material is its low cost, chemical stability, and very good mechanical property. A material that will earn its living being squeezed cannot be soft and easily deformed.

2. AMMONIUM DIHYDROGEN PHOSPHATE (ADP) Point Group 42m.

$$d_{ij} = \begin{bmatrix} 0 & 0 & 0 & 1.7 & 0 \\ 0 & 0 & 0 & 1.7 & 0 \\ 0 & 0 & 0 & 0 & 51.7 \end{bmatrix} \times 10^{-12} \text{ Coul/Newton}$$

Note the very large value of $d_{33} - more than 10$ times the largest modulus in quartz. The material, unfortunately, is rather soft and is attacked by moisture.
There is an exciting new family of piezoelectric materials that has been discovered very recently. They are pyroelectric-related ceramics that have piezoelectric, which over an order of magnitude larger than anything previously known. 0.355 ppm (970 N/μm) has d_{33} > 2000 pC/Nm. [For literature see J. Yu, B. Jiang and N. C. AD. Trans. on Ultrasonics, Ferroelectrics and Frequency Control 47, 2765-291.]

Some of these materials have shown strains up to 1%!!!

\( \rho = \rho_{1} + 0.1 \times 10^{-12} \) stated another way, 2000 10^{-12} Coulomb Nm^{-1} is 10^3 x d_{11} for quartz.

**Representation Surfaces**

Unfortunately, it is not possible to create any representation surface (such as the representation quads for second-rank tensors) that gives a view of how higher-rank tensor properties. Consider the converse piezoelectric effect: we apply an electric field in a given direction (that past & easy! we handled that question for second-rank tensor properties.) But then what results is a strain — a tensor! How do we represent that as a function of the direction of \( \mathbf{E} \)? There are six independent elements of strain!! Should we try to visualize simultaneously six different representation quads? This is inherently useful!

What we can do, however, is to apply a vector or something like a normal stress that is specialized but for which "direction" is unambiguously specified. We then examine — perhaps through a sample of specialized geometry such as a rod or plate — one of the components of the generalized displacement we can then ask how this component of displacement varies with the direction of the generalized force or some component thereof.

**The Longitudinal Piezoelectric Effect**

This is an important scalar modulus. We cut a very thin plate of the material, define its normal as the direction of \( \mathbf{x}_i \); we then apply a uniaxial stress \( \sigma_1 \) along \( \mathbf{x}_i \). This will, in general create a polarization \( \mathbf{P} \) in a general orientation. Surface charge density will thus be induced on all surfaces of the plate but, as the surface normal to \( \mathbf{x}_i \) is much larger in area than the very thin areas parallel to \( \mathbf{x}_i \), most of the total charge on the plate will be due to the charge density on the large surface normal to \( \mathbf{x}_i \). The geometry of the plate, therefore, means that when applying a compressive stress \( \sigma_1 \), we measure the polarization component \( \mathbf{P}_1 \). The quantity relating the two variables is defined as the longitudinal piezoelectric modulus, and it is obviously the same quantity as the piezoelectric modulus \( \mathbf{d}_{11} \).

\[ \mathbf{P}_1 = d_{11} \sigma_1 = d_{11} \sigma_1 \]

We can now ask the following question: if I were to cut a similar plate from the crystal with its normal in a different direction along \( \mathbf{x}_i ^\prime \), say, how will the longitudinal piezoelectric modulus change? We would apply a similar compressive stress along \( \mathbf{x}_i ^\prime \), so this would be \( \sigma_1 ^\prime \), and measure the component \( \mathbf{P}_1 ^\prime \) along \( \mathbf{x}_i ^\prime \).
The experiment would be

\[ P_i' = d_{ij}' \xi_j' \]

We are asking, therefore, for the value of \( d_{ij} \).

As a function of the orientation of \( x_j \), the normal to the plate,

the way one solves this problem is the same for all scalar moduli that represent behavior of higher-rank tensor properties:

1. Convert the matrix elements to proper tensor subscripts and remove factors of 2.
2. Replace the subscripts on any element that we have written incorrectly to emphasize an equality.
3. Perform the transformation of the tensor element using \( d_{ij}' = C_{ijkm} C_{klmn} \).
4. Restore the equalities between elements.
5. Collapse the subscripts back to matrix form.

For the longitudinal piezoelectric modulus

\[ d_{11} = d_{111} \]

in tensor notation.

And the change we are making is to a \( d_{11} = C_{11km} C_{kmn} \).

The direction cosines involved are simply the direction cosines of \( x_1 \) (we don't care anything about \( x_2 \) and \( x_3 \) and don't need them!). Let us therefore replace \( C_{11km} C_{kmn} \) by merely the direction cosines of the single direction, \( x_1 \), with which we are concerned and change \( C_{11km} C_{kmn} \rightarrow x_1 \).

\[ d_{11} = 0.423 \]

Let's do this summation for quartz, point group 32.

The form of the piezoelectric modulus tensor is

\[ d_{11} = \begin{bmatrix}
    d_{11} & -d_{14} & 0 & 0 \\
    0 & 0 & 0 & -d_{14} \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix} \]

But the proper form of the matrix without equalities is

\[ d_{11} = \begin{bmatrix}
    d_{11} & 0 & d_{14} & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0
\end{bmatrix} \]

Converting to a tensor (and merely extracting the non-zero elements)

\[ d_{11} \quad d_{12} \quad d_{13} \quad d_{21} \quad d_{22} \quad d_{23} \quad d_{31} \quad d_{32} \quad d_{33} \]

Note that \( d_{14} \) is the sum of two matrix elements.

Performing the transformation

\[ d_{11}' = l_1 l_2 l_3 d_{11} + l_1 l_2 l_3 d_{12} + l_1 l_2 l_3 d_{13} + l_1 l_2 l_3 d_{21} + l_2 l_3 d_{22} + l_2 l_3 d_{23} + l_2 l_3 d_{31} + l_2 l_3 d_{32} + l_2 l_3 d_{33} \]

\[ = l_1^2 d_{11} + l_1 l_2 (d_{12} + d_{21}) + l_1 l_3 (d_{13} + d_{31}) + l_2 l_3 (d_{23} + d_{32}) \]

Restoring matrix notation

\[ d_{11}' = l_1 l_2 l_3 d_{11} + l_1 l_2 (d_{12} + d_{21}) + l_1 l_3 (d_{13} + d_{31}) + l_2 l_3 (d_{23} + d_{32}) \]

Inserting the equalities between elements

\[ d_{11}' = l_1^2 d_{11} + l_1 l_2 (d_{12} + d_{21}) + l_1 l_3 (d_{13} + d_{31}) + l_2 l_3 (d_{23} + d_{32}) \]

\[ = (l_1^2 - 3 l_1 l_2) d_{11} \]
Final result is \[ d = d_1 (\lambda_1^3 - 3\lambda_1\lambda_2^2) d_{11} \]
\[ \lambda_3 \text{ Does not appear!} \]

\[ \lambda_1 = \cos \Theta \]
\[ \lambda_2 = \sin \Theta \]

The in \( y_1 y_2 \) plane

\[ d = d_{11} \cos \Theta (\cos^2 \Theta - 3\sin^2 \Theta) \]

This is a "well known" (?) identity

\[ d = d_{11} \cos 3\Theta \]

Note that the surface conforms to symmetry 3\( \bar{2} \)!

In \( x_1 x_3 \) plane

\[ d_{11} = \rho \frac{d_{11}}{\rho} \]

\[ d_{11} = d_{11} \cos^3 \phi \]

This is a universal surface for \( 3\bar{2} \) point properties for symmetry \( 3\bar{2} \)!
3.60 Symmetry, Structure and Tensor Properties of Materials

Consider a force-density vector \( \mathbf{q} \) (force per unit area) acting on the external surface ABC of a volume element OABC. We assume this volume element is in equilibrium (no linear or angular acceleration) the external force density \( \mathbf{q} \) that pushes on the solid must, therefore, be balanced by the volume inside the volume element pushing back against the force.

Let us set up relations that balance external and internal forces in the \( x_1, x_2, x_3 \) directions as \( \mathbf{p} = p_1 \mathbf{i} + p_2 \mathbf{j} + p_3 \mathbf{k} \) is a force density, we must multiply by an area to get force.

Along \( x_1 \),

\[
\text{Area ABC} = \frac{\text{Area BOC}}{\text{Area ABC}} + \frac{\text{Area AOC}}{\text{Area ABC}} + \frac{\text{Area AOB}}{\text{Area ABC}}
\]

We have put in quantities \( \mathbf{q} \), forces per unit area, with two subscripts; the first is the direction in which the force density acts, the second specifies the normal to the internal surface on which the force density acts. This \( \mathbf{q}_{ij} \) is the force per unit area acting along \( x_i \) on an internal surface whose normal is \( x_j \).

Let us divide through by area ABC

\[
k_1 = \frac{\text{Area BOC}}{\text{Area ABC}} = \cos \phi \]

If we have an area \( A \) in one plane and project it onto a surface in a plane that makes an angle \( \phi \) with respect to the first, the new area \( A' \) is \( A' = A \cos \phi \)

Note that \( \phi \) is the same thing as the angle between the normal to the original surface and the normal to the new surface \( \mathbf{n}' \). Looking at our equation for \( k_1 \) above

\[
\text{Area BOC} = \cos \phi \text{ of angle between the normal to the surface ABC and the normal to BOC, which is } x_j \text{ and, the cosine of the angle between any vector and } x_j \text{ is defined as the direction cosine of that vector.}
\]

Similarly

\[
\text{Area AOC} = l_2 \text{ a direction cosine of the normal to the surface ABC}
\]

The nine coefficients \( \mathbf{q}_{ij} \) are called the elements of stress.

\[
\mathbf{q} = k_1 \mathbf{i} + k_2 \mathbf{j} + k_3 \mathbf{k}
\]

is a vector, we know the law for transformation of a vector upon change of coordinate system.

\[
\mathbf{n}' = C_{ij} \mathbf{n} \text{, namely } \mathbf{n}' = C_{ij} n_j
\]

The coefficients \( C_{ij} \) must transform like a tensor, and accordingly \( \mathbf{q}_{ij} \) is a tensor.
The sign of an element of stress can be + or −. We define the following convention:

A positive element of stress is when the material outside the volume element acts on
the material inside the volume element to produce a force per unit area in the
x₂ direction on a surface whose normal is +x₃ (or -x₃ and -x₃)

If the solid is in equilibrium, the stress tensor must be symmetric.

Consider the elements of stress $σ_{12}$ and $σ_{21}$,

$σ_{12}$ and the same $σ_{21}$ on the opposite side of the
volume element create a couple that would act
to produce an angular acceleration. $σ_{21}$ is the
only couple that can balance $σ_{12}$.

$σ_{12} = -σ_{21}$ and $σ_{ij} = σ_{ji}$ for equilibrium.

As stress is a second-rank tensor, we can define a stress quadric

$[σ_{ij} x_i x_j = 1]$  

Everything that we have said about the representation
quadric applies to the stress quadric.

(a) Reference axes can be changed $x, y, z → x', y', z'$ to have the tensor in a
diagonal form.

(b) Using $C_{ij} l_i l_j = σ$ we can compute the value of stress in a particular direction.
We'll have to think a moment to see what that means. The "applied vector" in
$l_i = σ_{ij} l_j$ is the set of direction cosines of the normal to the surface; the
$\vec{F} \rightarrow \vec{l}$  
"Generalized displacement" is $\vec{F}$. The imposed force density.

What $C_{ij} l_i l_j$ provides is $\frac{k_n}{\text{unit normal}} = \frac{k_n}{l_i l_j} = k_n$ This is the force per unit area
that is parallel to the normal to the surface that is transmitted across this surface
in other words the tensor component of the transmitted stress.

(c) Some special forms of the stress tensor when in diagonal form

\[
\begin{bmatrix}
σ_{11} & 0 & 0 \\
0 & σ_{22} & 0 \\
0 & 0 & σ_{33}
\end{bmatrix}
\]  

Uniaxial Stress

\[
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  

Biaxial Stress

\[
\begin{bmatrix}
σ_{11} & 0 & 0 \\
0 & σ_{22} & 0 \\
0 & 0 & σ_{33}
\end{bmatrix}
\]  

Triaxial Stress

\[
\begin{bmatrix}
-σ & 0 & 0 \\
0 & -σ & 0 \\
0 & 0 & -σ
\end{bmatrix}
\]  

Hydrostatic Pressure

\[
\begin{bmatrix}
σ & 0 & 0 \\
0 & -σ & 0 \\
0 & 0 & -σ
\end{bmatrix}
\]  

Shear Stress

\[
\begin{bmatrix}
0 & σ & 0 \\
σ & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  

Note:

$σ' = σ$


Stress is a field tensor, not a property tensor!
Let us introduce the concept of strain with a one-dimensional example. Let us consider an elastic band attached to a wall. If we exert a force on the elastic band, point \( P \) at location \( x \) before the deformation undergoes a displacement \( u \) to point \( P' \) at \( (x+\Delta x) \).

A point \( Q \) at distance \( \Delta x \) from \( P \) is also displaced; it moves a distance \( u+\Delta u \) and is thus displaced to \( Q'(x+\Delta x+\Delta u) \).

If we plot \( u \) as a function of distance along the elastic band, we find that \( u \) will increase linearly with \( x \). This is termed homogeneous deformation. The slope of the plot is linear, and \( \frac{\partial u}{\partial x} = c \).

Let's return to our points \( P, Q \). It is not displacement that interests us as much as relative displacement as this causes changes in length and forces within the material.

\[
\begin{align*}
P(x) & \text{ has been mapped to } P'(x+\Delta x) = P'[x'(1+\varepsilon)] \\
Q'(x+\Delta x) & \Rightarrow Q'[(x+\Delta x)+(u+\Delta u)] = Q'[x'(1+\varepsilon)+c(x+\Delta x)]=Q'[x(1+\varepsilon)]
\end{align*}
\]

\[ \therefore \Delta x'(1+\varepsilon)-\Delta x = \frac{\partial x}{\partial x} = \varepsilon = \frac{\partial u}{\partial x} \equiv \text{strain (dimensionless)} \]

Before continuing, we should pause to note that the rod would display types of strain in addition to homogeneous strain.

\[
\text{Extension to three dimensions:}
\]

In the above expression for one dimension we started by saying \( u = Ex (\frac{\partial u}{\partial x} = e) \), but then showed that changes in length behave the same way \( \frac{\partial u}{\partial x} = e = \text{fractional change in length of the segment} \).

What we essentially said was that \( u \) is proportional to position.

To express the fractional change of length in different directions in three dimensions, let's assume that \( u_i \) is proportional to \( x_i \) (but not necessarily parallel to) position in the material, and we can then write

\[
\begin{align*}
u_1 &= \frac{\partial u_1}{\partial x_1} x_1 + \frac{\partial u_2}{\partial x_2} x_2 + \frac{\partial u_3}{\partial x_3} x_3 \\
u_2 &= \frac{\partial u_2}{\partial x_2} x_1 + \frac{\partial u_1}{\partial x_1} x_2 + \frac{\partial u_3}{\partial x_3} x_3 \\
u_3 &= \frac{\partial u_3}{\partial x_3} x_1 + \frac{\partial u_1}{\partial x_1} x_2 + \frac{\partial u_2}{\partial x_2} x_3
\end{align*}
\]

or in terms of differences in displacement

\[
\begin{align*}
\Delta u_1 &= \frac{\partial u_1}{\partial x_1} \Delta x_1 + \frac{\partial u_2}{\partial x_2} \Delta x_2 + \frac{\partial u_3}{\partial x_3} \Delta x_3 \\
\Delta u_2 &= \frac{\partial u_2}{\partial x_2} \Delta x_1 + \frac{\partial u_1}{\partial x_1} \Delta x_2 + \frac{\partial u_3}{\partial x_3} \Delta x_3 \\
\Delta u_3 &= \frac{\partial u_3}{\partial x_3} \Delta x_1 + \frac{\partial u_1}{\partial x_1} \Delta x_2 + \frac{\partial u_2}{\partial x_2} \Delta x_3
\end{align*}
\]

Let's define \( \frac{\partial u_i}{\partial x_j} = e_{i,j} \).
Let us consider a line segment \( PQ \) of length \( \Delta x_1 \) that is initially parallel to \( x_1 \).

\[
\begin{align*}
\Delta u_1 &= \frac{\partial u_1}{\partial x_1} \Delta x_1 = e_{11} \Delta x_1, \\
\Delta u_2 &= \frac{\partial u_2}{\partial x_1} \Delta x_1 = e_{21} \Delta x_1.
\end{align*}
\]

As initially parallel to \( x_1 \) means there is no contribution \( \Delta u_2 \). This keeps things simple.

The line segment \( PQ \) has changed length and has rotated direction.

The change in length is
\[
\left( \Delta x + \Delta u_1 \right)^2 = \Delta x + \Delta u_1 + \Delta u_1 \Delta x + \frac{1}{2} \Delta u_1^2 \approx \Delta x + \Delta u_1,
\]

or, more rigorously
\[
\left( \Delta x_1 + \Delta u_1 \right)^2 = \Delta x_1 + \Delta u_1 + \frac{1}{2} \Delta u_1^2 = e_{11} \Delta x_1 + \frac{1}{2} \Delta u_1^2.
\]

The line segment \( PQ' \) has also rotated an amount \( \phi \)
\[
\tan \phi = \frac{\Delta u_2}{\Delta x_1 + \Delta u_1} \approx \frac{\Delta u_2}{\Delta x_1} = e_{21} \approx \phi
\]

\[ \therefore e_{21} = \text{angle of rotation of line segment initially along } x_1 \text{ in the direction of } x_2 \]

or, generally
\[
e_{ij} = \frac{\partial u_i}{\partial x_j} = \text{angle of rotation of line segment along } x_i \text{ in the direction of axis } x_j
\]

Proper definition of a satisfactory measure of strain

Consider, in a 2-dimensional space, a state of strain in which
\[
e_{12} = -e_{21}, e_{ii} = 0
\]

That would produce displacements in which a line \( PQ_1 \) initially along \( x_1 \) is rotated toward \( x_2 \) by an angle \( \phi \approx e_{12} \).

Consider a line \( PQ_2 \) initially along \( x_2 \). If \( e_{12} = -e_{21} \), it rotates \(-\phi\) to a new location \( PQ_2' \).

If \( e_{21} \) rotates a line along \( x_2 \) toward \( x_1 \) then a negative \( e_{21} \) rotates a line along \( x_1 \) away from \( x_2 \).

Would one call this a "deformation"? No! It looks pretty much like rotation about \( x_3 \) with out any strain at all.

Indeed, if you picked up what had been initially a cube of material and wanted to place it in a position so that angles such as \( e_{21} \) and \( e_{12} \) really did provide a measure of deformation, you would probably, by inspection, place the deformed block relative to the reference axes such that \( e_{ij} = e_{ji} \).

In other words, if \( e_{21} \neq e_{12} \), you would rotate the body until it was
\[
e_{12} e_{21} + \frac{1}{2} (e_{21} - e_{12})
\]
This is a new concept: Addition of Tensors!

Let us take the tensor \( \varepsilon_{ij} \) and divide it into two parts

\[
\varepsilon_{ij} = \varepsilon_{ij}^+ + \varepsilon_{ij}^-
\]

with

\[
\begin{align*}
\varepsilon_{ij}^+ &= \frac{1}{2} (\varepsilon_{ij} + \varepsilon_{ji}) \\
\varepsilon_{ij}^- &= \frac{1}{2} (\varepsilon_{ij} - \varepsilon_{ji})
\end{align*}
\]

Then

\[
\varepsilon_{ij} = \varepsilon_{ij}^+ + \varepsilon_{ij}^- = \frac{1}{2} (2 \varepsilon_{ij})
\]

The tensor \( \varepsilon_{ij}^- \) will, from the way in which it was defined, have \( \varepsilon_{ij}^- = 0 \) and \( \varepsilon_{ij}^+ = - \varepsilon_{ij}^- \). It is an "anti-symmetric tensor."

Proof that pure rotation with no strain corresponds an anti-symmetric \( \varepsilon_{ij}^- \):

If \( \varepsilon_{ij} \) relates a displacement vector \( U_i \) to a position in the solid \( R = (x_i x_j x_k) \) and \( \varepsilon_{ij}^+ \) corresponds to pure rigid body rotation, then a characteristic of \( U_i \)

\[
R = x_i
\]

Then a characteristic of \( U_i \) is that it is everywhere \( \nabla \cdot U = 0 \) regardless of the coordinates \( x_i x_j x_k \) to which \( R \) extends.

For this to be true \( \nabla \cdot U = 0 \) (note: strain is assumed to be small!)

or

\[
U_i \cdot \left( \frac{\partial}{\partial x_i} \right) = 0 \quad U_i = \varepsilon_{ij} x_j
\]

Expanding the above expression

\[
e_{11} x_1^2 + e_{22} x_2^2 + e_{33} x_3^2 + (e_{12} + e_{21}) x_1 x_2 + (e_{13} + e_{31}) x_1 x_3 + (e_{23} + e_{32}) x_2 x_3
\]

\[
= 0
\]

For this to be true for all \( x_i \), the coefficients of \( x_i x_j \) must individually vanish.

\[
\therefore \ e_{11} = e_{22} = e_{33} = 0
\]

\[
\begin{align*}
e_{12} + e_{21} &= 0 \\
e_{13} + e_{31} &= 0 \\
e_{23} + e_{32} &= 0
\end{align*}
\]

Therefore \( \varepsilon_{ij} \) rigid body rotation corresponds to

\[
\begin{bmatrix}
0 & e_{12} & e_{13} \\
-e_{12} & 0 & e_{23} \\
e_{13} & e_{23} & 0
\end{bmatrix}
\]

QED!

To define true strain \( \varepsilon_{ij}^+ \) — that is, real deformation, we therefore split a general \( \varepsilon_{ij} \) into two parts \( \varepsilon_{ij}^+ = \varepsilon_{ij} + \varepsilon_{ij}^- \) with \( \varepsilon_{ij}^+ = \frac{1}{2} (\varepsilon_{ij} + \varepsilon_{ji}) \) \( \varepsilon_{ij}^- = \frac{1}{2} (\varepsilon_{ij} - \varepsilon_{ji}) \)

The final result is, for true deformation

\[
U_i = \varepsilon_{ij} x_j \quad U_i \text{ is a displacement vector, } x_j \text{ is a position vector.}
\]

\( U_i \) and \( x_j \) both transform according to the law for \( 1^\text{st} \) rank tensors, therefore \( \varepsilon_{ij} \) is a tensor, the strain tensor, of \( 2^\text{nd} \) rank.

All of the properties that we have ascribed to tensors in previous discussion therefore apply to the strain tensor.

- The elements of strain depend on the coordinate system to which they are referred. Upon change of reference axes \( x_i x_j \) to \( x'_i x'_j \)

Described by \( [C_{ij}] \), \( \varepsilon_{ij}' = C_{ij} \varepsilon_{im} \varepsilon_{mj} \)
The "value of strain" in a given direction defined by direction cosines \( l_i \) is \( \varepsilon = \varepsilon_{ij} l_i l_j \). What does it mean? Turning to our definition of value of a property in a given direction,

\[ q_j = a_j l_j = \varepsilon_{ij} l_i l_j = \frac{q_{ij}}{l_i} \]

In the present case \( \varepsilon = \frac{u_i}{l_i} \), it is the component of \( \mathbf{u} \) in the direction of \( \mathbf{r} \), or the tensile displacement per unit length of \( \mathbf{r} \).

A strain quadratic \( \varepsilon_{ij} x_i x_j = 1 \) can be defined and has all of the properties that we associated to the representation quadratic — including those that are valid only for symmetric tensors (as we have defined \( \varepsilon_{ij} \) as symmetric).

The strain quadratic, accordingly, has a radius that is \( \sqrt{\varepsilon} \) in the direction of the radius.

The "radius normal" property works because \( \varepsilon_{ij} \) is symmetric.

\[ \Delta u_i = \varepsilon_{ij} \Delta x_j \]

The initial line segment is rotated and changes length \( \varepsilon_{ij} l_i l_j \); gives \( \Delta u_i \) per unit \( \Delta x_j \), and is called the stretch in that direction.

A strain tensor in general form can be converted to a diagonal form by finding the eigenvalues and eigenvectors and referring the tensor to the new principal axes.

Volume change associated with deformation

Consider a volume element, a box with edges \( L_1, L_2, L_3 \).

To keep things simple, let's assume that we have taken the reference axes along the principal axes of the strain quadratic so that the strain tensor is diagonal after deformation:

\[
\begin{align*}
L_1 &\rightarrow L_1 (1 + \varepsilon_{11}) \\
L_2 &\rightarrow L_2 (1 + \varepsilon_{22}) \\
L_3 &\rightarrow L_3 (1 + \varepsilon_{33})
\end{align*}
\]

Then, if \( V = L_1 L_2 L_3 \)

\[ V' = V + \Delta V = L_1 (1 + \varepsilon_{11}) L_2 (1 + \varepsilon_{22}) L_3 (1 + \varepsilon_{33}) \]

\[ = L_1 L_2 L_3 (1 + \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33} + \varepsilon_{11} \varepsilon_{22} + \varepsilon_{11} \varepsilon_{33} + \varepsilon_{22} \varepsilon_{33} + \varepsilon_{11} \varepsilon_{22} \varepsilon_{33}) \]

As strains are small, neglect higher-order terms.

\[ \therefore V + \Delta V \approx L_1 L_2 L_3 (1 + \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}) \]

\[ V + \Delta V = V + \varepsilon_{11} \varepsilon_{22} \varepsilon_{33} \]

\[ \frac{\Delta V}{V} = \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33} \]

This is the fractional change in volume caused by deformation — called the dilatation.
We showed that the fractional volume change upon deformation is
\[ \varepsilon_{11} + \varepsilon_{22} + \varepsilon_{33}. \]
Because \( \Delta V/V \) is a scalar quantity, we would not expect the dilation to change upon change of reference axes. Indeed, it does not. This sum of diagonal elements for a second-rank tensor is a generally-defined quantity for tensors and is called the trace of the tensor.

\[ \text{Trace} = T = a_{11} + a_{22} + a_{33}. \]

It has the property that it remains invariant upon any change of reference axes.

(This is straightforward to prove: Add together
\[ a_{11}' = C_{12} c_{1} + C_{13} c_{2} + C_{14} c_{3} \]
\[ a_{22}' = C_{21} c_{1} + C_{23} c_{2} + C_{24} c_{3} \]
\[ a_{33}' = C_{31} c_{1} + C_{32} c_{2} + C_{34} c_{3} \]
\[ = \left( C_{11} c_1 + C_{22} c_2 + C_{33} c_3 \right) \text{new} \]
\[ = 0 \text{ if } c_3 = 0 \]
\[ = 1 \text{ if } c_3 = 1 \]
from the orthogonality properties of the direction cosines matrix.

Thus, \( T = a_{11} + a_{22} + a_{33} \) (invariant).

Some special forms of the diagonalized strain tensor:

**Plane strain**

\[
\begin{bmatrix}
\varepsilon_{11} & 0 & 0 \\
0 & \varepsilon_{22} & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

**"Pure shear" (special case of plane strain)**

\[
\begin{bmatrix}
-\varepsilon_{11} & 0 & 0 \\
0 & \varepsilon_{11} & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

Rotate axes by 45°

\[
\begin{bmatrix}
0 & \varepsilon' & 0 \\
\varepsilon' & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

Note that trace = 0 = shear causes no volume change!

Some other non-tensor definitions involving strain:

"Simple shear"

One sometimes sees reference to the "strain ellipsoid".

Consider a specimen initially in the form of a sphere of unit radius
\[ x_1^2 + x_2^2 + x_3^2 = 1 \]

After deformation (taking \( x', y', z' \) along principal axes)

\[
\begin{cases}
x_1' = x_1 (1 + \varepsilon_1) \\
x_2' = x_2 (1 + \varepsilon_2) \\
x_3' = x_3 (1 + \varepsilon_3)
\end{cases}
\]

The equation of the surface after deformation will be

\[
\frac{x_1'^2}{(1 + \varepsilon_1)^2} + \frac{x_2'^2}{(1 + \varepsilon_2)^2} + \frac{x_3'^2}{(1 + \varepsilon_3)^2} = 1
\]

This is the strain ellipsoid (it is not the strain quadratic.)

\[ \text{This is the strain ellipsoid.} \]
3.60 Symmetry, Structure and Tensor Properties of Materials

Some Solutions to Third-Order Equations

Basic Equation: \( y^3 + py^2 + qy + r = 0 \)

To convert to normal form, let \( y = x - \frac{p}{3} \)

Then \( x^3 + ax + b = 0 \)

\[
\begin{align*}
\{ & a = \frac{1}{3} (3q - p^2) \\
& b = \frac{1}{27} (2p^3 - 9pq + 27r) \}
\end{align*}
\]

Solutions:

\( x_1 = A + B \) \hspace{1cm} \( x_2, x_3 = -\frac{1}{2} (A + B) \pm \frac{1}{2} \sqrt{3} (A - B) \)

where:

\[
A = \left\{ -\frac{b}{2} + \left( \frac{b^2}{4} + \frac{a^3}{27} \right)^{\frac{1}{2}} \right\} \frac{1}{3}
\]

\[
B = \left\{ -\frac{b}{2} - \left( \frac{b^2}{4} + \frac{a^3}{27} \right)^{\frac{1}{2}} \right\} \frac{1}{3}
\]

If \( p, q, r \) are real, then if:

\[
\begin{align*}
& \frac{b^2}{4} + \frac{a^3}{27} > 0 & \text{there are 1 real, 2 conjugate imaginary roots} \\
& \frac{b^2}{4} + \frac{a^3}{27} = 0 & \text{3 real roots, two of which are equal} \\
& \frac{b^2}{4} + \frac{a^3}{27} < 0 & \text{3 real, unequal roots}
\end{align*}
\]

Unfortunately, the third case is the one most frequently encountered in present applications. In this instance the above relations are of little use (note the term \( \left( \frac{b^2}{4} + \frac{a^3}{27} \right)^{\frac{1}{2}} \) in the definition of the parameters \( A \) and \( B \) above).

The three following alternative expressions for the roots may then be useful:

If \( \frac{b^2}{4} + \frac{a^3}{27} < 0 \):

\[
X_K = -2 \frac{b}{1b1} \left( \frac{a}{3} \right)^{\frac{1}{2}} \cos \left( \frac{b}{3} + 12\phi \cdot K \right) \hspace{1cm} K = 0, 1, 2
\]

with \( \cos \phi = \left[ \frac{b^2}{4} + \left( \frac{27}{a^3} \right)^{\frac{1}{2}} \right]^{\frac{1}{2}} \)

If \( \frac{b^2}{4} + \frac{a^3}{27} = 0 \):

Roots are: \( -2 \frac{b}{1b1} \left( \frac{a}{3} \right)^{\frac{1}{2}} \) twice

If \( \frac{b^2}{4} + \frac{a^3}{27} > 0 \):

The real root is \( X = 2 \frac{b}{1b1} \left( \frac{a}{3} \right)^{\frac{1}{2}} \tan 2\phi \)

with \( \tan \phi = \left( \frac{\tan \psi}{3} \right)^{\frac{1}{3}} \) and \( \tan 2\phi = \left( \frac{b^2}{4} + \frac{27}{a^3} \right)^{\frac{1}{2}} \)
The method of **direct inspection**

A useful algorithm exists through which one can deduce the value of a transformed tensor element by inspection, a method called (appropriately enough) the method of direct inspection.

Let's consider a point (could be the terminal point of a vector with coordinates \( x_1, x_2, x_3 \) (we use upper case symbols to distinguish coordinates from the labels attached to our reference axes).

Let's now examine the value of the product of a pair of these coordinates \( x_i x_j \). If we change reference axes to a new set of basis vectors \( x'_1, x'_2, x'_3 \), the value of the product will change. Let's evaluate the new value of the product \( x'_i x'_j \) (C'mon, you protest! I don't even see why you took the product in the first place!! why should I care what the new value might be ?? Hold on! All will be revealed directly!)

The new value of the product \( x'_i x'_j \) will be

\[
x'_i x'_j = (c_{i'k} x'_k)(c_{j'm} x'_m)
\]

\[
= c_{i'k} c_{j'm} x'_k x'_m
\]

So what??

Well, the law for transformation for a tensor of second rank

\[
\alpha_{i'j'} = c_{i'k} c_{j'm} \alpha_{km}
\]

which is analogous to the way in which the product of coordinates transforms (it is not identical!! interchanging \( c_{i'k} \) and \( c_{j'm} \) does not change the value of the product of the coordinates — but doing so for \( \alpha_{i'j'} \) gives a completely different expression!)

Therefore, the elements of a tensor transform, upon a change of reference axes, in exactly the same way as the product of corresponding coordinates provided we maintain the correct order of terms.
Let's provide an example as this cookbook recipe is deceptively simple. Let's consider (anticipating an application of this formalism that is soon to come) a 4-fold rotation of 90° about $X_3$

$$\begin{cases} x'_1 = x_2 \\ x'_2 = -x_1 \\ x'_3 = x_3 \end{cases}$$

If we wish to determine the new value for, say, $a_{12}'$ after this change of axes we evaluate

$$x'_1 x'_2 = x_2 (-x_1)$$

If the tensor elements transform like the product of coordinates, we can say by inspection that

$$a_{12}' = -a_{21}$$

That is, upon this change of axes, the number that appears in the 1-2 box of the new tensor $a_{ij}'$ is the negative of the value that appeared in the 2-1 box of $a_{ij}$.

The method is directly applicable to tensors of higher rank.

If we wish to determine the new value of, say, the elastic compliance element $S_{1213}$ we would examine the transformation of the product $x_1 x_2 x_1 x_3$.

For the above change of reference axes

$$x'_1 x'_2 x'_1 x'_3 \rightarrow x_2 (-x_1) x_2 x_3$$

The value of $S_{1213}$ is thus $-S_{2113}$

[Would you believe that we have just performed a quadruple summation that contained 81 terms!!?!!]
The Value of a Second-Rank Tensor Property in a Given Direction

Let's consider a property such as electrical conductivity, a second-rank tensor, that relates a current density vector \( \vec{J} \), to an applied electric field \( \vec{E} \) (charge/unit area/unit time) = \( \sigma \vec{J} \vec{E} \) (volts/unit length).

The experiment we perform might be to subject a crystal to the electric field \( \vec{E} \) and then determine \( \vec{J} \). \( \vec{J} \) will not in general be parallel to \( \vec{E} \).

When we measure \( \sigma \) (a scalar quantity!), then, to what "direction" does it pertain? The direction of \( \vec{J} \)? The direction of \( \vec{E} \)?

Or should we split the difference and say the "direction" is midway between the two vectors?

Well, let's consider in detail what we might do in an actual experiment. Say we want to measure \( \sigma \) along the [111] direction. What we would do is to cut a plate normal to [111], attach electrodes and apply a voltage, \( V \). Providing a field, \( \vec{E} = V/d \).

The field \( \vec{E} \) is directed between the electrodes—in a normal [111] so clearly \( \vec{J} \) will be the value of the property in the direction in which \( \vec{E} \), the "generalized force", is applied.

What, then, is the value of \( \sigma \)? \( |\vec{J}|/|\vec{E}| \) right? Wrong!

What we measure as the flux of charge parallel to \( \vec{E} \) as we measure the charge/unit area per unit time that passes between electrodes.

Thus \( \sigma = |\vec{J}|/|\vec{E}| = |\vec{J}|\cos \phi = \vec{J} \cdot \vec{E} / |\vec{E}| \)

\[ \sigma = \frac{\vec{J} \cdot \vec{E}}{|\vec{E}|^2} \]
WE CAN NOW WRITE THIS EXPRESSION IN TERMS OF THE
CONDUCTIVITY TENSOR
\[
\mathbf{T} = \frac{\mathbf{J} \cdot \mathbf{E}}{18} = \frac{\mathbf{J} \cdot \mathbf{E}}{18} \\
= \frac{\mathbf{J} \cdot \mathbf{E}}{18} = \frac{\mathbf{J} \cdot \mathbf{E}}{18} \\
= \frac{\mathbf{J} \cdot \mathbf{E}}{18} = \frac{\mathbf{J} \cdot \mathbf{E}}{18},
\]
where \( \mathbf{E} \) is the direction cosine matrix.

THE DIRECTION COSINES of \( \mathbf{E} \) are \( \mathbf{E} \) where \( \mathbf{E} \)
is a set of direction cosines in the orientation in which we
apply \( \mathbf{E} \).

So the value of \( \mathbf{T} \) in a direction specified by direction cosines \( \mathbf{E} \),
is
\[
\mathbf{T} = \frac{\mathbf{J} \cdot \mathbf{E}}{18}.
\]

WE CAN IMMEDIATELY USE THIS EXPRESSION TO PROVIDE A PHYSICAL INTERPRETATION
OF SOME OF THE ELEMENTS IN A SECOND-RANK TENSOR.

LET'S ASK THE VALUE of \( \mathbf{T} \) THAT WOULD BE MEASURED ALONG \( \mathbf{X}_1 \).

THE DIRECTION COSINES of \( \mathbf{X}_1 \) are \( 1, 0, 0 \)

\[
\mathbf{T} = \frac{\mathbf{J} \cdot \mathbf{E}}{18} = \frac{\mathbf{J} \cdot \mathbf{E}}{18}.
\]

Thus the diagonal elements \( \mathbf{T}_{ii} \) in a second rank tensor
represent the values of the property that one would measure
along \( \mathbf{X}_i \), \( \mathbf{X}_2 \), or \( \mathbf{X}_3 \), respectively.

"Symmetric" Tensors

A tensor \( \mathbf{T}_{ij} \) is said to be "symmetric" if \( \mathbf{T}_{ij} = \mathbf{T}_{ji} \).

This equality comes from energy and thermodynamic
arguments (and not from crystallographic symmetry!) The
equality must be established property by property. Most
second rank property tensors are symmetric, but not all!
(Thermoelectricity is one example)
We can use the elements of a second-rank tensor to define a surface

\[ a_{ij} x_i x_j = 1 \]

The surface is a quadratic form and can represent either an ellipsoid, an hyperboloid of one sheet, an hyperboloid of two sheets, or a imaginary ellipsoid.

The equation is called a "representation" surface because it contains just about everything one might like to know about a second rank tensor. In a particular direction specified by direction cosines \( \lambda_i \), a radius vector \( \mathbf{r} \), from the origin out to the surface of the quadric terminates at a point

\[ x_i = |\mathbf{r}| \lambda_i \]

\[ x_2 = |\mathbf{r}| \lambda_2 \]

\[ x_3 = |\mathbf{r}| \lambda_3 \]

This point satisfies the equation of the quadric, so

\[ a_{ij} |\mathbf{r}| \lambda_i |\mathbf{r}| \lambda_j = 1 \]

\[ |\mathbf{r}|^2 = \frac{a_{ij} \lambda_i \lambda_j}{a_{ij} \lambda_i \lambda_j} \]

But the denominator, in the term at right is the value of the property \( a \), along the direction specified by \( \lambda_1, \lambda_2, \lambda_3 \)

Therefore, the radius \( |\mathbf{r}| \) in a given direction of the quadric is the reciprocal of the square root of the property in that direction \( |\mathbf{r}| = \frac{1}{\sqrt{a}} \) or, conversely, \( a = \frac{1}{|\mathbf{r}|^2} \)

Therefore, the variation of a second-rank tensor property varies smoothly with direction, with no lumps, dimples, or lobes even though such variation might be compatible with crystal symmetry!
Tensor properties of crystals and anisotropy

When we speak of a "property" of a material we mean — making a definition in formal terms — the response of a material to a specific change in a given set of conditions that relates independent and dependent quantities in a particular process.

We sometimes collect properties into specific categories:

- Mechanical
- Electrical

Other properties are not quite so simple to classify.

- Composite and qualitative properties
  - A "fuzzy" fabric (surface texture, reflectivity, fiber rigidity)
  - "Sinterability" of a ceramic powder (particle size, surface energy, diffusivity, vapor pressure)

- Non single-valued properties (hysteresis)
  - Polarization of a ferroelectric material
  - Magnetization of a ferromagnetic material

- Properties determined by tests that are inherently non-reversible (the property may be measured for a sample that no longer exists)
  - Yield strength
  - Fracture toughness
  - Streak color

- Structure-sensitive properties
  - Property depends on density or distribution of defects

Our present discussion will deal with equilibrium properties that are rigorously defined and measurable.
Our "property" will express a response of the material to a generalized "force" by a generalized "displacement."

Examples: "Forces": \(T\) (temperature), \(E\) (electric field), \(\sigma\) (stress)
"Displacement": \(S\) (entropy), \(D\) (displacement), \(\varepsilon\) (strain)

**Tensors**

Let us suppose that our generalized force is a vector \(\mathbf{F}\), whose components are \(F_1, F_2, F_3\) relative to a Cartesian (not crystallographic!!) coordinate system \(x_1, x_2, x_3\).

The response or "displacement" of the material is often a vector \(\mathbf{u}\).

In many cases we can assume \(\mathbf{F} \propto \mathbf{u}\) and write \(\mathbf{F} = \alpha \mathbf{u}\).

This may be true, but is usually valid only for "small" \(\mathbf{u}\), and what constitutes "small" depends on the property.

**Example 1**: The electrical conductivity \(\sigma\) of a ceramic dielectric material relates current density \(J\) (charge per unit area per unit time) to an applied electric field, \(E\) (volts/unit length) according to \(J = \sigma E\). But - make \(E\) sufficiently large and dielectric breakdown results.

**Example 2**: The magnetic susceptibility \(X\) relates the magnetization \(M\) (magnetic moment per unit volume) to applied magnetic field \(H\). For a dilute solution of Fe atoms in a silicate glass \(M = XH\) but, if the magnetic field is sufficiently large, the magnetic moment of every Fe atom is dragged into alignment with \(H\) and one is unable to squeeze any more magnetization out of the material!
WE CAN RETAIN THE EXPECTATION THAT $|\hat{p}|$ WILL BE PROPORTIONAL TO $|\hat{q}|$ BUT RELAX THE ASSUMPTION THAT $\hat{p} \parallel \hat{q}$ BY ASSUMING THAT EACH COMPONENT OF $\hat{p}$ IS GIVEN BY A LINEAR COMBINATION OF EVERY COMPONENT OF $\hat{q}$, THAT IS, A RELATION OF THE FORM

$$\begin{align*}
P_1 &= a_{11} q_1 + a_{12} q_2 + a_{13} q_3 \\
P_2 &= a_{21} q_1 + a_{22} q_2 + a_{23} q_3 \\
P_3 &= a_{31} q_1 + a_{32} q_2 + a_{33} q_3
\end{align*}$$

WE CAN SUMMARIZE THE SET OF EQUATIONS WITH

$$P_j = \sum_{i=1}^{3} a_{ij} P_i$$

WHERE $i$ HAVING MEANING IT SPECIFIES WHICH COMPONENT $P_i$ THAT ONE IS EVALUATING, THE SECOND SUBSCRIPT $j$ IS AN INDEX OF SUMMATION, SOMETIMES REFERRED TO AS A "DUMMY INDEX".

WE WILL SOON ENCOUNTER DOUBLE, TRIPLE OR QUADRUPLE ($1^2$) SUMMATIONS AND WILL VERY QUICKLY TIRE OF THE NEED TO CONSTANTLY WRITE $\epsilon_{i}$'S. LET US THEREFORE WRITE SIMPLY

$$P_j = a_{ij} P_i$$

AND TAKE SUCH AN EXPRESSION TO MEAN THAT SUMMATION FROM 1 TO 3 OF ANY REPEATED INDEX (IN THIS EXAMPLE $i$) IS AUTOMATICALLY UNDERSTOOD. THIS IS REFERRED TO AS THE "EINSTEIN CONVENTION".

THE ARRAY OF COEFFICIENTS $a_{ij}$ CONSTITUTES A TENSOR OF SECOND RANK (TWO SUBSCRIPTS) AND CAN RELATE TWO VECTORS (AS IN OUR EXAMPLES OF ELECTRIC POLARIZABILITY AND THERMAL CONDUCTIVITY) OR CAN RELATE A SCALAR AND A SECOND RANK TENSOR (FOR EXAMPLE, THERMAL EXPANSION $\alpha_j$ RELATING STRAIN $\epsilon_j$, AND TEMPERATURE CHANGE $\Delta T$, ACCORDING TO $\epsilon_j = a_{ij} \Delta T$).
There is a second assumption built into the relation $P = \alpha q$.

Because both $P$ and $q$ may be vectors:

$\vec{P} = \alpha \vec{q}$

We are thus assuming that $\vec{P}$ and $\vec{q}$ are parallel! Why not?!

Let's not be silly! Who would claim that if we apply an electric field $\vec{E}$ to a material that the current runs off in a different direction!!

Well, we should perhaps not make this assumption too swiftly.

- Consider the electric dipole moment $\vec{P}$ that is induced on a tightly-bound triangular group of ions in a crystal in response to an applied electric field $\vec{E}$. The property relating the two vectors is the electronic polarizability $\alpha$.

$\vec{P} = \alpha \vec{E}$

But, would we expect the electron cloud on the ions to be displaced as easily within the plane of the group as in a direction normal to it?!

Well, maybe not.

- Consider the thermal conductivity of a single crystal of a layer structure, $K$. Thermal conductivity relates heat-flow density to an applied temperature gradient. $K$ depends on the velocity of phonons in the structure and this can be several orders of magnitude larger in the plane of the layer than normal to them.
A vector is a first-rank tensor, and some properties are tensors of first rank. An example is the pyroelectricity tensor that relates an induced polarization $\mathbf{P}_i$ (dipole moment per unit volume) to a scalar change in temperature, $\Delta T$.

An array of $3 \times 3$ or $9 \times 3$ coefficients $a_{ijk}$ that either relates a second-rank tensor to a vector, or a vector to an applied second-rank tensor as the generalized force constitutes a third-rank tensor. Examples:

- Strain $\varepsilon_{ij}$ induced by an applied electric field $E_k$ (the converse piezoelectric effect)
  \[ \varepsilon_{ij} = a_{ijk} E_k \]
- Polarization $\mathbf{P}_i$ (dipole moment per unit volume) induced by an applied stress $\sigma_{jk}$
  \[ P_i = a_{ijk} \sigma_{jk} \]
  (the direct piezoelectric effect)

Fourth-rank tensors appear in elasticity as the coefficients that relate stress $\sigma_{ij}$ and strain $\varepsilon_{kl}$

The stiffnesses $C_{ijkl}$ relate stress and strain
\[ (\text{A } 9 \times 9 \text{ array of } 81 \text{ elements}) \]

The compliances $S_{ijkl}$ relate strain to stress
\[ \varepsilon_{ij} = S_{ijkl} \sigma_{kl} \]

Yet higher-rank tensors are required to describe other properties — e.g., the change of elastic properties with applied pressure.
Transformation of Tensors

There are two implications of the presumably-satisfactory relation that we have proposed to relate two vectors

\[ \vec{p} = a_{ij} q_j \]

The first is that there is no reason to expect all nine elements \( a_{ij} \) to have the same numerical values.

- Therefore the components \( p_i \) and the magnitude \( p \) will change as we change the orientation of the applied vector \( \vec{q} \) (because the components of \( q_1, q_2, q_3 \) depend in size on the orientation of \( \vec{q} \). Accordingly, the property described by \( a_{ij} \) will be anisotropic. Its value will change with the orientation of the applied vector.

- The values of the applied vector \( \vec{q} \) \( (q_1, q_2, q_3) \) as well as the resulting vector \( \vec{p} \) \( (p_1, p_2, p_3) \) depend on the coordinate system \( x_1, x_2, x_3 \) that we use to describe the vectors. The vectors are real, fixed in space, but if we change \( x_1, x_2, x_3 \) to some new axes \( x'_1, x'_2, x'_3 \) the numbers \( p_i \) and \( q_i \) change to new values. If \( p_i \) and \( q_i \) change then the tensor elements \( a_{ij} \) will also change with change in the coordinate system.
Components of a Vector

Let's consider a vector of magnitude $\mathbf{P}$ that is directed in a particular orientation that we can specify by means of the angles $\theta_1, \theta_2, \theta_3$ that it makes with reference axes $x_1, x_2, x_3$.

The three components of the vector along these axes will be given by

$$
\begin{align*}
P_1 &= |\mathbf{P}| \cos \theta_1 \equiv |\mathbf{P}| \ell_1 \\
P_2 &= |\mathbf{P}| \cos \theta_2 \equiv |\mathbf{P}| \ell_2 \\
P_3 &= |\mathbf{P}| \cos \theta_3 \equiv |\mathbf{P}| \ell_3
\end{align*}
$$

The quantities $\cos \theta_i$ will occur in so much that we are about to do that we will introduce a separate symbol $\ell_i$ for them.

That we will directly use to specify an orientation, we will refer to these quantities as direction cosines.

In the special case in which $\mathbf{P}$ is a vector of unit magnitude $\mathbf{u}$, where $|\mathbf{u}| = 1$, the above set of equations reduces to

$$
\begin{align*}
\mathbf{u}_1 &= |\mathbf{u}| \ell_1 = \ell_1 \\
\mathbf{u}_2 &= |\mathbf{u}| \ell_2 = \ell_2 \\
\mathbf{u}_3 &= |\mathbf{u}| \ell_3 = \ell_3
\end{align*}
$$

This means that we can regard the direction cosines as the components of a unit vector that is oriented along the direction specified by $\mathbf{u}$.

The magnitude of this unit vector is given by

$$
|\mathbf{u}|^2 = 1 = (|\mathbf{u}| \ell_1)^2 + (|\mathbf{u}| \ell_2)^2 + (|\mathbf{u}| \ell_3)^2 \\
1 = \ell_1^2 + \ell_2^2 + \ell_3^2
$$

The sum of the squares of direction cosines is, therefore, always unity! Only two are independent, (note, however, that the sign of the third direction cosine may be either $+$ or $-$.)
If we change from a first coordinate system \( X_1X_2X_3 \) to a new set of axes \( X'_1X'_2X'_3 \), the components of a vector \( \vec{P} \), \( P_i \), will change to new values \( P'_i \). This is apparent from the two-dimensional example sketched to the left. The vector \( \vec{P} \) is real and remains majestically immobile in space. The components \( P_i \neq P'_i \) or \( P'_i \neq P'_i \) however, depend on our choice of coordinate system. To specify a change in coordinate system it is necessary to provide the direction cosines for all three of the new axes \( X'_1X'_2X'_3 \) relative to the original set of axes \( X_1X_2X_3 \). This will require a \( 3 \times 3 \) array of direction cosines that we will define as \( C_{ij} \) where \( C_{ij} \) is defined as the cosine of the angle between the new axis \( X'_i \) and the original reference axis \( X_j \).
RELATIONS AMONG THE COEFFICIENTS IN THE DIRECTION COSINE

SCHEME FOR A CHANGE IN COORDINATE SYSTEM

We have set up a 3x3 matrix of direction cosines that specifies the relation between the axes of a new coordinate system $X'$ and an original set of axes $X$:

$$
\begin{align*}
X'_1 &= C_{11}X_1 + C_{12}X_2 + C_{13}X_3 \\
X'_2 &= C_{21}X_1 + C_{22}X_2 + C_{23}X_3 \\
X'_3 &= C_{31}X_1 + C_{32}X_2 + C_{33}X_3
\end{align*}
$$

or $$[X'_i] = [C_{ij}] [X_j]$$

in matrix notation

or simply

$$X'_i = C_{ij}X_j$$

Where we have used the Einstein convention in which summation from 1 to 3 is automatically understood in any product with repeated subscripts (in this case, the index $j$).

A great many relations exist among the direction cosines $C_{ij}$; as we have seen that direction cosines can be interpreted as the three components of a unit vector pointing in a particular direction. From which:

1. **The direction cosines in any row — for example**
   
   $$X'_1 = C_{11}X_1 + C_{12}X_2 + C_{13}X_3$$
   
   provides the orientation of the new axis $X'_1$ and $C_{11}$ is the cosine of the angle between $X'_1$ and $X_1$, $C_{12}$ the angle between $X'_1$ and $X_2$, and $C_{13}$ the cosine of the angle between $X'_1$ and $X_3$. In other words, $C_{ij}$ represent the components of a unit vector along $X_i$ relative to the original axes $X_j$.
   
   Therefore, the sum of their squares $C_{11}^2 + C_{12}^2 + C_{13}^2$ must be 1!
   
   By similar analysis we can say the sum of the squares of the elements in any row of the matrix $C_{ij}$ is unity!

2. **Let's examine the meaning of the elements of any column in**

$$[C_{ij}]$$ — for example

- $C_{12}$ is the cosine of the angle between $X'_1$ and $X_2$

These are the direction cosines of $X_2$ in the original coordinate system. The sum of their squares must be unity and, in general, the sum of the squares of elements in any column is unity.
Note, however, that the relations in (1) and (2) have limitations; they involve the squares of the cosines and therefore cannot be used to determine their signs (which, being cosines, can be ±).

(3) If the row \( c_{ij} \) in the direction cosine matrix represents the components of the direction cosines of \( x_i' \) relative to \( x_1 x_2 x_3 \) and, if the row \( c_{kj} \) represents the direction cosines of \( x_k' \) relative to \( x_1 x_2 x_3 \), we have at hand the components of two unit vectors which, in Cartesian coordinate systems, must be orthogonal. Therefore, the scalar (or "dot") product of these two vectors has to be zero!

Thus \[ c_{11} c_{21} + c_{12} c_{22} + c_{13} c_{23} = 0 \]

and the sum of the products of corresponding elements in any pair of rows in \( c_{ij} \) must be zero.

(4) By similar argument, columns \( c_{1i} \) and \( c_{2i} \) represent the components of \( x_i \) and \( x_k \) relative to the new coordinate system \( x_1' x_2' x_3' \) and the sum of the products of corresponding elements in any pair of columns in \( c_{ij} \) must be zero.

(5) The transformation of axes \( x_1 x_2 x_3 \rightarrow x_1' x_2' x_3' \) involves no distortion and is termed a "measure-preserving" transformation. The matrix \( [c_{ij}] \) is what is termed a unitary matrix and has several properties, useful in problems, that we will state without proof.

- The value of the determinant \( |c_{ij}| = \pm 1 \)
- if the new coordinate system has not changed chirality (that is, right-handed \( \rightarrow \) right-handed or left-handed \( \rightarrow \) left-handed) and
- if the chirality is changed (right \( \rightarrow \) left-handed or left \( \rightarrow \) right-handed).
Another very useful, labor-saving property of unitary matrices concerns the reverse transformation. That is, if
\[ X'_a = C_{ij} X_j \]
what if we change our mind and want to go back from the new coordinate system to the original one? That relation is specified by the relation
\[ X'_a = [C_{ij}]^{-1} X_j \]
where \([C_{ij}]^{-1}\) is the inverse matrix. For simple transformations of axes one can often write \(X'_a\) in terms of \(X_j\) by inspection and pick off the elements of \(C_{ij}^{-1}\) directly.

One can also evaluate \([C_{ij}]^{-1}\) more generally, but ——

This involves an unpleasant amount of evaluation of 3x3 determinants for a total of nine elements!

The great assistance of a unitary matrix in this situation is that \([C_{ij}]^{-1} = [C_{ji}]\)

Note that \(C_{ji}\) is simply the 3x3 array of coefficients flipped across the diagonal that runs from upper left to lower right. This is called the transpose of the matrix \(C_{ij}\) and is written either \([C_{ji}]^T\) or \([C_{ij}]^T\) by various writers. (We shall use the former notation.)

Obviously specifying \([C_{ji}]\) is something that we can do in a twinkling of the eye by comparison with the evaluation of nine ratios of 3x3 determinants!!

\[ \begin{align*}
    x'_1 &= -x_1 \\
    x'_2 &= -x_2 \\
    x'_3 &= -x_3
\end{align*} \]

All this may seem rather daunting, but we shall shortly use this formalism to obtain constraints imposed on property tensors by crystal symmetry. For a 2-fold axis, for example,

\[ [C_{ij}] = \begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix} \]
Still More Transformation Machinery

Transformation of a Second-Rank Tensor

Suppose a generalized vector displacement \( q_{ij} \) is related to a generalized vector force \( P_j \) by a second rank tensor \( A_{ij} \):

\[
q_{ij} = A_{ij} P_j
\]

If the coordinate system \( x_i \) relative to which the components of \( q \) and \( P \) are defined is changed to some new set of basis vectors \( x'_i \) specified by the direction cosine scheme \( [C_{ij}] \), then the components of \( q \) and \( P \) take on new numerical values \( q'_{ij} \) and \( P'_j \). Our tensor relation, however, says that each component of \( q' \) is given by a linear combination of all three components of \( P' \). If the components of \( q' \) and \( P' \) have changed their numerical values, the elements of the tensor which relates them must also change to some new values such that

\[
q'_{ij} = A'_{ij} P'_j
\]

How may \( A'_{ij} \) be evaluated in terms of the original elements \( A_{ij} \) and the direction cosine scheme \( [C_{ij}] \) which specifies the change of reference axes?

Let's begin by writing the new components \( q'_{ij} \) in terms of the original components \( q_j \):

\[
q'_{ij} = C_{im} q_m
\]

\( q_m \) is determined by the tensor relation which, for the \( mi \) component of \( q' \), specifies \( q_m = A_{ml} P_l \). Thus

\[
q'_{ij} = C_{im} [A_{ml} P_l]
\]

Now, in order to obtain an expression which has \( q' \) on the left and \( P' \) on the right, let's write \( P_l \) in terms of the new components of \( P' \). If \( [P'_l] = [C_{ij}] [P_j] \), then \( [P_l] = [C_{ij}']^{-1} [P'_l] = [C_{ij}] [P_j] \) as the inverse of.

A unitary matrix is equal to the transpose of the matrix, substituting \( C_{ij} \) for \( P_l \) we obtain

\[
q'_{ij} = C_{im} [A_{ml} (C_{ij} P_j')]
\]

The above expression represents a triple summation (over \( ij \) \( lj \) \( m \), as these subscripts are repeated) of a product of four quantities. We may perform the summation in any order we wish and similarly, arrange the product in any
Desired order, therefore, let's write by rearrangement

\[ q_{i}^{'} = [c_{im} c_{jr} a_{mr}] p_{j}^{'} \]

But, by definition,

\[ q_{i}^{'} = a_{i}^{'} p_{j}^{'} \]

Thus

\[ a_{i}^{'} = c_{im} c_{jr} a_{mr} \]

This expression is a double summation over \( m \& r \); thus each element in the new tensor \([a_{i}^{'}] \) is given by a linear combination of every one of the nine elements of the original tensor \([a_{mi}] \).

Note that \( m \& r \) have no physical significance and function merely as indices of summation; they are "dummy indices." The indices \( i \& j \), in contrast, which appear respectively as the first index in the two elements of the direction cosine matrix in the product do have absolute significance; they are specified by the subscripts of the particular transformed tensor element \( a_{i}^{'} \) which one wishes to evaluate.

Transformation of Higher-Rank Tensors

The above result may be extended, using similar reasoning, to the law for transformation of a tensor of any rank. The result is

\[ a_{ijk}^{'} = c_{il} c_{jm} c_{kn} a_{lmn} \]

\( i, j, k \) are "real" (determined by the element you wish to evaluate). \( l, m, n \) are "dummy" (indicates the number of direction cosines in the coefficient is equal to the rank of the tensor). \( i, j, k \) are "dummy" (indices of summation).

Note that, independent of the rank of the tensor, each new, transformed element is given by a linear combination of every element of the original tensor. The coefficient in front of each original element is a product of direction cosines, equal in number to the rank of the tensor.

Thus, general transformation of, say, the elastic stiffnesses (a 4th rank tensor) requires a summation of a product of five terms for all \( 9 \times 9 = 81 \) elements of the tensor, and repetition of the process 81 times for the new elements: \((5 \times 81) \times 81 = 32,805 \) terms!