1 Regular Problems.

1.1 Statement: Solitary wave for the KdV equation.

1.1.1 Introduction.

By introducing a diffusive term of the form $\nu \rho_{xx}$ (where $\nu$ is small and positive) into the equation for traffic flow, one can resolve the structure of shocks as traveling waves. That is, the equation

$$\rho_t + c(\rho) \rho_x = \nu \rho_{xx}, \quad \text{where} \quad \frac{dc}{d\rho} \neq 0,$$

(1.1)
has smooth traveling wave solutions, that become discontinuous shock transitions as $\nu \downarrow 0$. To be precise, equation (1.1) has solutions of the form

$$\rho = f\left(\frac{x - V t - x_0}{\nu}\right),$$

(1.2)

where $V$ and $x_0$ are constants, and $f = f(\zeta)$ is a smooth function with the properties:

A. $f(\zeta) \rightarrow \rho_0$ as $\zeta \rightarrow -\infty$.

B. $f(\zeta) \rightarrow \rho_1$ as $\zeta \rightarrow \infty$.

Thus, as $\nu \downarrow 0$, the solution above in (1.2) becomes a discontinuity (shock), traveling along the line $x = x_0 + V t$, and connecting the state $\rho_0$ behind with the state $\rho_1$ ahead. For $\nu > 0$ small, but finite, the discontinuity is resolved by this solution into a smooth transition (over a length scale proportional to $\nu$) connecting the two sides of the shock jump. Furthermore: the Entropy and Rankine Hugoniot jump conditions also follow from these solutions, since a function $f$ with the properties above exists if and only if

$$c(\rho_0) > c(\rho_1) \quad \text{and} \quad V = \left[\frac{q}{\rho}\right].$$

(1.3)

In the particular case when $c$ is a linear function of $\rho$ (quadratic flow function $q = q(\rho)$), it is easy to see that equation (1.1) reduces to the Burgers equation for the characteristic speed $c$. Namely:

$$c_t + cc_x = \nu c_{xx}.$$

(1.4)

This follows upon multiplying (1.1) by $\frac{dc}{d\rho}$ (a constant in this case) and using the chain rule.

The Burgers equation has smooth traveling waves $c = f\left(\frac{x - V t - x_0}{\nu}\right)$, that can be written explicitly in terms of elementary functions:

$$c = \frac{c_0 + c_1}{2} - \frac{c_0 - c_1}{2} \tanh\left(\frac{c_0 - c_1}{4} \zeta\right), \quad \text{where} \quad \zeta = \frac{x - V t - x_0}{\nu} \quad \text{and} \quad c_0 > c_1.$$

(1.5)

These connect the states $c_0$ as $x \rightarrow -\infty$ with $c_1$ as $x \rightarrow \infty$. The speed $V$ is given by the appropriate shock relation $V = \frac{1}{2}(c_0 + c_1)$, and $x_0$ is arbitrary.

There are many conservative processes in nature where (at leading order) a nonlinear kinematic first order equation applies (i.e.: the same equation as in traffic flow, with some flow function $q = q(\rho)$, that depends on the details of the processes involved). In all these cases the leading order equations lead to wave steepening and breaking, that generally is stopped by the presence of physical processes that become important only when the gradients become large. However, it is not generally true that these higher order effects are dominated by dissipation — many other possibilities can occur. Below we consider one such alternative situation, which happens to be quite common
Remark 1.1 The point made in the prior paragraph is very important, since shocks (as a resolution of the wave breaking caused by the kinematic wave steepening) are the answer only when the higher order effects are of a dissipative nature. One should be very careful about not introducing shocks into mathematical models of physical processes just because the models exhibit wave distortion and breaking. Many other behaviors are possible, some rather poorly understood. The answer to a mathematical breakdown in a model is almost never to be found purely by mathematical arguments; a careful look at the physical processes the equations attempt to model is a must when this happens.

A possible, and quite frequent, alternative to dissipation is dispersion: namely, the wave speed is a non-trivial function of the wave number. The simplest instance of dispersion introduces a term proportional to the third space derivative of the solution in the equations. When coupled with the simplest kind of nonlinearity (quadratic), this gives rise to the Korteweg-de Vries (KdV) equation. The nondimensional form of the KdV equation is:

\[ u_t + uu_x = \epsilon^2 u_{xxx}, \tag{1.6} \]

where \( \epsilon > 0 \) is a parameter expressing the ratio of dispersion (different wavelengths moving at different speeds) to nonlinearity.

Remark 1.2 The KdV equation describes (for example) the propagation of long, small (but finite) amplitude, waves in shallow water channels. The KdV equation is a “canonical” equation that arises in very many dispersive situations. That this should be so is relatively simple to see:

First. Consider a wave situation where the wave phase speed depends on the wave number in a nontrivial way: \( c_p = c_p(k) \). Clearly, \( c_p \) should be an even function of \( k \), since both \( k \) and \( -k \) correspond to the same wavelength. Thus, for long waves (\( k \) small) one should be able to expand \( c_p \) in the form \( c_p = \alpha + \beta k^2 + \ldots \) (where \( \alpha \) and \( \beta \) are constants). Furthermore, by changing coordinates into a moving frame, we can always assume \( \alpha = 0 \).

Second. \( c_p \approx \beta k^2 \) corresponds to a relationship between the wave number and the wave frequency of the form \( \omega = k c_p(k) \approx \beta k^3 \), which corresponds to the equation \( u_t = \beta u_{xxx} \). Thus we see how a third order derivative arises as the simplest example of dispersive behavior for long waves.

1.1.2 The problem to do.

Show that: **for the KdV equation above in (1.6), no shocks are possible.** To be precise, consider the non-trivial (i.e. \( u \neq \text{constant} \)) traveling wave solutions of (1.6):

\[ u = F(\zeta), \quad \text{where} \quad \zeta = \frac{x - V t - x_0}{\epsilon}, \tag{1.7} \]

\( F = F(\zeta) \) is some smooth function, \( V \) is a constant (the wave speed), and \( x_0 \) is some arbitrary constant. Study all the solutions of this form such that (for some constants \( u_0 \) and \( u_1 \))
(a) $F(\zeta) \to u_0$ as $\zeta \to -\infty$, $F(\zeta) \to u_1$ as $\zeta \to \infty$, and $F$ is not identically constant.

(b) The first and all the higher order derivatives of $F = F(\zeta)$ vanish as $\zeta \to \pm \infty$.

Then

Show that the conditions: $V < u_0 = u_1$, must apply. (1.8)

These solutions cannot represent shock transitions, since the states at $\pm \infty$ are equal (therefore, no jump occurs). In fact, it is possible to write these solutions explicitly in terms of elementary functions (hyperbolic secant), but finding this explicit form is optional.

**Remark 1.3** The traveling waves described above (that you are supposed to analyze) are called solitary waves, because they consist of a single isolated disturbance that vanishes very quickly as $x \to \pm \infty$. Such waves are easy to see in shallow water situations, where disturbances of a wavelength much bigger than the depth are generated. For example, in early summer many lakes develop a thin layer (a few feet thick) of warm water over the colder (heavier) rest of the water. Waves on this top layer, with wavelengths much longer than its thickness, obey an equation similar to the KdV equation, also supporting solitary waves. These are easy to see (when they are generated by boats) as traveling bumps on the surface of the lake — these are “one-dimensional” bumps, that is: they decay only in the direction of propagation; the surface elevation is (basically) independent of the direction normal to the propagation direction (thus they look like “rolls”, moving on the lake surface).

Note that the solitary waves for (1.6) are actually ”dips”, not bumps. In order to obtain “bumps”, the sign of the dispersive term in (1.6) must be reversed. Namely, one must consider the equation

$$v_t + vv_x = -\epsilon^2 v_{xxx}.$$

The traveling waves for this equation, and those for (1.6), are related. In fact: $u = f(x - V t)$ is a traveling wave for (1.6), if and only if $v = -f(x + V t)$ is a traveling wave for the equation above.

**Hint 1.1** First: substitute (1.7) into the KdV equation (1.6). This will yield a third order O.D.E. for the function $F = F(\zeta)$. Notice that the parameter $\epsilon$ is used in (1.7) to scale the wavelength of the traveling wave, precisely in the form needed to eliminate $\epsilon$ from the O.D.E. that $F$ satisfies.

Second: you should be able to integrate the third order O.D.E just obtained once, and reduce it to a second order O.D.E. — with some arbitrary integration constant. If you multiply this second order O.D.E. by $\frac{dF}{ds}$, the result can again be integrated, so that you will end up with a first order O.D.E. for $F$ — with two integration constants in it.

What does “to integrate an O.D.E.” mean?

To integrate an O.D.E., you must first write it in the form derivative (something) = 0, from which you can conclude that something = constant — you have just “integrated”
the O.D.E. once. Sometimes an O.D.E. cannot be written directly as the derivative of something, but it is still possible to do so by multiplying the equation by an appropriate integrating factor. This is what the multiplication by $dF/d\zeta$ in this hint will accomplish.

Finally, consider the limits as $\zeta \to \pm \infty$ of the O.D.E. you obtained in the previous steps. Using the assumed properties for $F$, you should now be able to obtain that $u_0 = u_1$. Showing that you also need $V < u_0 = u_1$ for a solution to exists is a bit trickier, and will require you to do some analysis of the equation — similar to the one used to study the traveling wave solutions of (1.1).

### 1.1.3 First order O.D.E. review.

Here we review some facts about real valued solutions to O.D.E.’s of the form

$$\left( \frac{dy}{dx} \right)^2 = R(y), \quad (1.9)$$

where $R$ is a real valued, smooth function. We consider the case $R = (y - a)(y - b)^2$ only, where $a$ and $b$ are constants. However, the same type of analysis can be used for $R$ of general form, by considering the zeros of $R$ — i.e., the points $y_*$ at which $R(y_*) = 0$. In particular, note that the case $R = c(y - a)(y - b)^2$, where $c > 0$ is a constant, can be reduced to this one by the simple scaling $x \to \sqrt{c}x$. We will also assume that $a \neq b$, since $a = b \implies y = a + \frac{4\delta}{(x-x_0)^2}$ (where $x_0$ is a constant and $\delta = 0$ or $\delta = 1$) and there is not much to analyze.

The process below is based in the following idea, useful for any $R$: once we know the behavior of the solutions of (1.9) near the zeros of $R$, and for $|y|$ large, the overall qualitative behavior is easy to ascertain. This is because the sign of $\frac{dy}{dx}$ can change only at the zeros of $R$, so that $y = y(x)$ must be monotone between zeros.

Imagine the solutions plotted in the $(x, y)$-plane — where we draw the horizontal lines $y = y_*$, for every zero of $R$. Now consider a solution in any horizontal strip between two such zeros: it will have to be monotone (increasing or decreasing) till it reaches one of the zeros. The key question is: can a zero be reached at a finite value of $x$? If not, then the solution will reach the zero only as either $x \to \infty$, or $x \to -\infty$. If yes, then we need to know what happens when the zero is reached, to continue the solution beyond it.

It turns out that only first order zeros can be reached at a finite value of $x$, and there the solution “bounces” back from the zero, turning from monotone increasing to monotone decreasing (or vice versa), with a sign change in $\frac{dy}{dx}$. Thus first order zeros of $R$ are associated with local maximums (or minimums) of the solutions.

We must also study the solutions in the half planes between the largest (smallest) zero of $R$ and $\infty$ (resp. $-\infty$). For this we need to know the solutions’ behavior for $|y|$ large.
FIRST: It is clear that we need \( y \geq a \). Else the right hand side in (1.9) is negative and the solution cannot be real valued — except, possibly, for the trivial solution \( y \equiv b \) (if \( b < a \).

SECOND: Consider the behavior of the non-trivial solutions near the zeros of \( R \) (i.e.: exclude the solutions \( y \equiv a \) and \( y \equiv b \)).

- **For** \( y \approx a \), write \( y = a + z(x) \), with \( z > 0 \) small. Then \( (dz/dx)^2 = (a - b)^2 z \) approximates the equation. This has the solutions \( z = \frac{1}{4}(a - b)^2(x - x_0)^2 \), where \( x_0 \) is a constant. Thus it is clear that the solutions of (1.9) will reach local minimums when \( y \) approaches \( a \).

- **For** \( y \approx b \), write \( y = b + z(x) \), with \( z \) small. Then \( (dz/dx)^2 = (b - a)^2 z^2 \) approximates the equation. This has real solutions only if \( b > a \), with \( z = ce^{\kappa x} \), \( c \) a constant and \( \kappa = \pm \sqrt{b - a} \). Thus the solutions of (1.9) can approach \( b \) in the limits \( x \to \pm \infty \), but only if \( b > a \).

THIRD: Use these results to analyze the real valued solutions of (1.9) in the two possible cases.

**Case \( a > b. \)** The solutions are real only if \( y \geq a \) (except for the trivial solution \( y \equiv b \)). Then either \( y \equiv a \) or \( y > a \) somewhere. In this second case the solution has a minimum at some \( x = x_0 \) with \( (dy/dx) > 0 \) for \( x > x_0 \) and \( (dy/dx) < 0 \) for \( x < x_0 \). Away from \( x_0 \), the solution grows without bound. Eventually \( y \) becomes very large, \( (dy/dx)^2 \approx y^3 \), and the solutions blow up like \( 4/(x - x_*)^2 \).

**Thus the only bounded real solutions are the trivial ones \( y \equiv a \) and \( y \equiv b \).**

**Case \( b > a. \)** If \( y > b \) anywhere, the solution decays to \( y = b \) as either \( x \to \pm \infty \), with a singularity like \( 4/(x - x_*)^2 \) at a finite \( x = x_* \). This follows because either \( (dy/dx) > 0 \) or \( (dy/dx) < 0 \) and there is no way for the sign to change. On the other hand, if \( a < y < b \), the solution decreases from \( y = b \) at \( x = -\infty \), to a minimum at some \( x = x_0 \) (where \( y = a \)) and then increases back to \( y = b \) at \( x = \infty \).

**In this case nontrivial bounded solutions exist in the range \( a \leq y < b \).** These have limits \( y = b \) at \( x = \pm \infty \) and a single minimum (where \( y = a \)) at some finite \( x = x_0 \).

The analysis above depends only on the nature of the zeros of \( R \). For \( R = (y - a)(y - b)^2 \) we can solve the equation explicitly and verify the results: Introduce \( z = z(x) \) by \( z^2 = y - a \) and write \( \nu^2 = b - a \). Equation (1.9) — i.e.: \( (y')^2 = (y - a)(y - b)^2 \) — then becomes

\[
4z^2(z')^2 = z^2(z^2 - \nu^2) \iff 2z' = \pm(z^2 - \nu^2) \iff \ln \left( \frac{z - \nu}{z + \nu} \right) = \pm \nu x + \alpha,
\]

where the prime denotes differentiation with respect to \( x \) and \( \alpha \) is an arbitrary constant. Here we do not make any assumptions on the signs of \( y - a \) and \( b - a \): thus \( \nu \) and \( \alpha \) need not be real.

With some further manipulation this yields, in terms of \( \lambda \) (defined by \( \lambda^2 = -\exp(\pm \nu x + \alpha) \)),

\[
z = \frac{\nu - \lambda^2}{1 + \lambda^2} \iff \nu^2 - z^2 = \nu^2 \left( \frac{2}{\lambda + \lambda^{-1}} \right)^2 \iff y = b - \nu^2 \left( \frac{2}{\lambda + \lambda^{-1}} \right)^2.
\]

Finally we can write, being now careful with keeping things real:
**Case $a > b$.** Let $\mu > 0$ be defined by $\mu^2 = a - b$. Then the nontrivial real solutions are

$$y = b + \mu^2 \sec^2 \left( \frac{1}{2} \mu (x - x_0) \right),$$

where $x_0$ is a constant (the trivial solutions are $y \equiv a$ and $y \equiv b$.) The relationship with the constants defined earlier is $\nu = \pm i\mu$ and $\alpha \pm \nu x_0 = i\pi$. See the left frame in figure 1.1.

**Case $b > a$.** Let $\mu > 0$ be defined by $\mu^2 = b - a$. Then the nontrivial real solutions are

$$y = b - \mu^2 \sech^2 \left( \frac{1}{2} \mu (x - x_0) \right) \quad \text{and} \quad y = b + \mu^2 \cosech^2 \left( \frac{1}{2} \mu (x - x_0) \right),$$

where $x_0$ is a constant (the trivial solutions are $y \equiv a$ and $y \equiv b$.) The relationship with the constants defined earlier is $\nu = \pm \mu$ and either $\alpha \pm \nu x_0 = i\pi$ or $\alpha \pm \nu x_0 = 0$. See the right frame in figure 1.1.

---

**Figure 1.1:** Real valued solutions of equation (1.9), with $R = (y - a)(y - b)^2$.

- Left frame: case $a > b$. The non-trivial solutions are periodic, with period $T = 2\pi/\sqrt{a - b}$.
- Right frame: case $a < b$. All the solutions satisfy $y \rightarrow b$ as $|x| \rightarrow \infty$.

Next we briefly summarize the **situation for more general forms of $R$** — which can be analyzed with the same techniques we used here. For non-trivial real valued solutions:

1. At a first order zero of $R$, the solutions will either achieve a local minimum — if $dR/dy > 0$ there, or a local maximum — if $dR/dy < 0$ there. In other words, solutions can achieve values...
that correspond to simple zeros of \( R \) at some finite value of \( x \), where they will have a local maximum or a local minimum. But these values cannot occur in the limits \( x \to \pm \infty \).

2. By contrast, solutions cannot achieve values that correspond to higher (bigger than one) order zeros of \( R \), at any finite value of \( x \). Such values can be achieved only in the limits where \( x \to \pm \infty \). For double zeros of \( R \), the approach to the value (as \( x \to \pm \infty \)) is exponential. For zeros of order higher than two, the approach is algebraic.

3. Periodic oscillatory solutions occur in the regions between simple zeros, where \( R > 0 \). This situation does not occur in the example treated earlier, which has a single simple zero.

4. Single bump (or dip) solutions occur in the regions, comprised between a simple and a double (or higher) order zero, where \( R > 0 \). The right frame in figure 1.1 shows an example of this.

5. The behavior of the solutions in regions where \( R > 0 \), comprised between a zero of \( R \) and \( \pm \infty \), depends on the behavior of \( R(y) \) for large values of \( y \). If this leads to the formation of singularities (e.g.: \( R = R(y) \) grows faster than linear as \( y \to \pm \infty \)), then the solutions are as in figure 1.1: either a periodic array of singularities (for a simple zero, left frame) or a single singularity — with decay to the value of \( y \) at the zero of \( R \) — as \( x \to \pm \infty \) (for a double or higher order zero, right frame.)

1.2 ExPD20a statement: 1D wave equation (periodic and tied ends).

Consider the wave equation
\[
    u_{tt} - u_{xx} = 0. \tag{1.12}
\]
Elsewhere it was shown that any solution of this equation can be written in the form:
\[
    u = f(x - t) + g(x + t), \tag{1.13}
\]
where \( f \) and \( g \) are arbitrary functions. Find ALL the separation of variables solutions to the wave equation (1.12), for the cases below — the separation of variables solutions are those that have the form \( u = T(t)X(x) \), for some functions \( T = T(t) \) and \( X = X(x) \).

- **Case A.** The solution \( u = u(x, t) = T(t)X(x) \) is periodic in \( x \), of period \( 2 \pi \).
- **Case B.** The solution \( u = u(x, t) = T(t)X(x) \) vanishes at \( x = 0 \), and at \( x = \pi \).

The second case corresponds to the problem of a string of (nondimensional) length \( \pi \), tied at both ends. The solutions that you will find are the standing wave modes for the wave equation.

In each case, show that the solutions you have found have the form given in equation (1.13) above. In particular, this will show you how the standing wave solutions can be written as a combination of a left and a right moving waves.
1.3 ExPD20b statement: Frequencies for open and closed ended pipes.

In a first approximation (see note # 1) the sound waves in a pipe (e.g.: an organ pipe) are described by the wave equation

\[ u_{tt} - c^2 u_{xx} = 0 \quad \text{for} \quad 0 < x < L, \quad (1.14) \]

where \( c > 0 \) is the speed of sound. Consider now the following alternatives

\[ u(0, t) = 0 \quad \text{and} \quad u(L, t) = 0. \quad \text{Both ends of the pipe closed.} \quad (1.15) \]
\[ u_x(0, t) = 0 \quad \text{and} \quad u_x(L, t) = 0. \quad \text{Both ends of the pipe open.} \quad (1.16) \]
\[ u(0, t) = 0 \quad \text{and} \quad u_x(L, t) = 0. \quad \text{Closed-open pipe.} \quad (1.17) \]

Use separation of variables to find the lowest (fundamental) frequency that each type of pipe supports. What is the corresponding wavelength?

The speed of sound (at 20 C) in air is \( c \approx 344 \) m/s, while in helium it is \( c \approx 928 \) m/s. Assume a pipe of length \( L = 1 \) m. Compute the fundamental frequencies in both air and helium.

Notes:

1. For (1.14) to apply, the frequency cannot be too high, so that: (i) The motion can be approximated as essentially along the pipe axis. (ii) The effects of dissipation, mainly from wall effects, can be neglected. In particular, the pipe diameter has to be much larger than the boundary layer thickness.
2. Separation of variables solutions are solutions of the form \( u = T(t) X(x) \).
3. The solutions that you will find are the standing wave modes for the wave equation.
4. In music the frequency of A in middle C is usually set at 440 hz.

2 Special Problems.

2.1 Statement: BuHe01. Traveling wave solutions and shocks.

Imagine that someone tells you that

\[ c_t + c c_x = \nu c_{xt}, \quad (2.18) \]

where \( \nu > 0 \) is “small”\(^1\) is a model for traffic flow (\( c \) here is the wave velocity, not the car density). The objective is to ascertain how good a model for Traffic Flow this is. To this end, answer the questions below.

Does this model have acceptable solutions of the form \( c = F(z) \),

\[ \text{where} \ z = \frac{x - Ut}{\nu}, \]

\(^1\)Note that \( \nu \) has dimensions of inverse length, so small means compared with some appropriate length scale.
$U$ is a constant, and $c$ approaches constant values as $z \to \pm \infty$?

These solutions should represent shock transitions in the flow. If there are such solutions, find $F'$ and $U$. Then check to see if these solutions are compatible with the Rankine-Hugoniot jump conditions, and with the Entropy condition. What do you conclude about the model?

As a second check, consider the behavior of small perturbations from a constant state $c = c_0$. Let $c = c_0 + u$, where $u$ is very small, and write an equation for $u$. Then look for solutions of the form $u = e^{ikx+\lambda t}$, where $-\infty < k < \infty$, and $\lambda$ is some function of $k$. How do these solutions behave? Is this reasonable?

**Remark 2.4** An attempt at “justifying” (2.18) goes as follows:

It is not unreasonable to assume that the drivers not only respond to the local traffic density, but its rate of change as well. A simple way to model this is to write $q = Q(\rho) - \nu \rho_t$, (2.19) for the flow rate $q = q(x, t)$, where $\nu > 0$ is a constant characterizing the drivers response to the local rate of change in the density — the reason $\nu$ should be positive, is that the normal driver’s reaction to a density increase should be to slow down.

Substituting (2.19) into the equation for conservation of cars, yields:

$$\rho_t + c(\rho) \rho_x = \nu \rho_{tx},$$

(2.20)

where $c = \frac{dQ}{d\rho}$. In particular, when $Q$ is a quadratic function of $\rho$, $c$ is a linear function of $\rho$ and (2.20) is equivalent to (2.18).

### 2.2 Statement: TFPb15. Traffic lights at the ends of a tunnel.

Consider a tunnel in a road, governed by the traffic flow equation $\rho_t + q_x = 0$ applies. Assume that the following situation occurs (we use non-dimensional variables)

**A.** The flux is given by $q = \rho \left(2 - \rho\right)$. Thus $c = 2 \left(1 - \rho\right)$ — wave speed, $u = \left(2 - \rho\right)$ — flow velocity, $\rho_J = 2$ — jamming density, and $q_M = 1$ — road capacity, occurring for $\rho_M = 1$.

**B.** The tunnel is located at $0 \leq x \leq 1$.

**C.** There are traffic lights at both tunnel ends: one light at $x = 0$, and another one at $x = 1$.

**D.** For $t < 0$ both lights are green and the flow is uniform, at the road capacity $\rho \equiv \rho_M = 1$.

**E.** At time $t = 0$ both traffic lights go simultaneously red, and stay red from then on.

Solve for the traffic flow density $\rho$ inside the tunnel for all times $t \geq 0$. An explicit (very explicit) solution is required. There are two very “special” waves that will arise at the positions of the traffic lights; what are they (i.e.: physically, what do they mean)?

THE END.