Problem Set 1

1 Transcription and Translation

Consider the following set of reactions describing the process of making a protein out of a gene:

\[
\begin{align*}
G & \xrightarrow{\beta} G + M \\
M & \xrightarrow{\alpha} \emptyset \\
M & \xrightarrow{\beta} M + X \\
X + S & \xrightarrow{k_{1+}} \x_S \\
\x_S & \xrightarrow{k_{2+}} \x^*_S \\
\end{align*}
\]

Here, \(G\) is the gene coding for protein \(X\). \(M\) is the mRNA transcribed from \(G\). \(S\) is a signaling molecule. \(X_S\) is the protein \(X\) bound by the signaling molecule. \(X^*_S\) is the active form of the protein \(X\).

a. For each reaction explain which step it describes.

b. Write the differential equations that describe the time evolution of \(G\), \(M\) and \(X\). (Don’t forget to include the gene concentration in your equations.)

c. To the best of your ability, indicate the typical time scales of each reaction both in bacteria and in mammalian cells using table 2.1 in Uri Alon’s book.

d. Suppose that transcription of the gene \(G\) only occurs when its promoter is bound by the active form of the protein \(X\). In this case, the first reaction is no longer valid. Write the set of reactions describing promoter binding and gene transcription.

2 Dilution of Proteins Due to Cell Growth

A single bacterial cell at time \(t = 0\) has volume \(V_0\). After a time interval \(T_D\), the doubling time, the cell grows and divides into two cells, each of volume \(V_0\); after another interval \(T_D\), there are four cells, and so on.

a. Show that the combined volume of cells at time \(t\) may be written as \(V(t) = V_0e^{\gamma t}\). Find \(\gamma\) in terms of \(T_D\).

b. The protein \(X\) is created at some rate \(k(t)\), so the total number of molecules of \(X\) satisfies \(\frac{dn}{dt} = k(t)\). Show that the concentration \([X] = \frac{n}{V}\) satisfies \(\frac{d[X]}{dt} = \frac{k(t)}{V} - \gamma[X]\). Discuss the origin of the decay term.
c. In addition to the term derived in (b), there should be an extra term that takes into account the degradation of proteins by proteinases, which we can model by the effective reaction \( X \xrightarrow{\delta} \emptyset \). Modify the equation in part (b) to include protein degradation, and work out the steady-state protein concentration. This allows estimation of the steady-state concentration if the protein production and degradation rates, cell volume and cell doubling time are known.

d. The model you arrived at in (b) can be applied to mRNA as well. Search the literature for the doubling time of your favorite single cell organism (or cell type of multi-cellular organisms), and also find the creation and degradation rate of your favorite protein and mRNA in that organism or cell type. Work out the steady state protein and mRNA concentration. Give references.

3 Binding Kinetics, Detailed Balance and Cooperation

Consider a DNA segment \( D \) containing two sites, A and B, to which the protein \( X \) can bind in any order.

\[
\begin{align*}
\text{\( D \)} & \quad \text{\( DX_A \)} & \quad \text{\( DX_A X_B \)} \\
X & \quad K_1 & \quad X & \quad K_2 \\
& \quad K_3 & \quad & \quad K_4 \\
\end{align*}
\]

Problem 3 Image and problem courtesy of Alexander van Oudenaarden. Used with permission.

a. In the figure, the \( K_i \) represent dissociation constants in units of concentrations. According to detailed balance, the individual binding reactions are in equilibrium. Find two different expressions for the equilibrium ratio \( \frac{[DX_A X_B]}{[D][X]^2} \), corresponding to the two possible binding paths. Can all four dissociation constants be independently specified?

b. The total DNA concentration is \( [D_{\text{tot}}] = [D] + [DX_A] + [DX_B] + [DX_A X_B] \). If \( K_1 \gg K_2 \) and \( K_3 \gg K_4 \), show that the singly-bound forms \( [DX_A] \) and \( [DX_B] \) form a negligible fraction of this total. This corresponds to a cooperative system in which the second binding is highly encouraged once the first has already occurred.

c. Find the bound fraction \( f = \frac{[DX_A X_B]}{[D_{\text{tot}}]} \) in terms of \([X]\) and the dissociation constants under the approximation of high cooperativity \( (K_1 \gg K_2 \text{ and } K_3 \gg K_4) \). Sketch \( f \) as a function of \([X]\) and indicate features that you find compelling, especially when comparing to a noncooperative interaction. (Make sure your result makes sense – there’s a reason why a cooperative system is called as such.)
4 Michaelis-Menten Kinetics

4.1 Paper and pencil calculations

Consider the reaction

\[ E + S \xrightleftharpoons[k_{-1}]{k_{1+}} ES \xrightarrow{k_2} E + P \]

Assume initial concentrations \([E] = 0.01\), \([S] = 1\), \([ES] = 0\), \([P] = 0\), and reaction rates \(k_{1+} = 1\), \(k_{1-} = 0.1\), \(k_2 = 0.001\).

a. Ignoring the second reaction \((k_{1+}, k_{1-} \gg k_2)\), calculate the quasi-equilibrium concentration of \([ES]\)?

b. When do you expect to see the first reaction, \(E + S \xrightarrow{k_{1+}} ES\), reach quasi-equilibrium?

c. At what time is the substrate concentration depleted to half of its initial value?

4.2 Simulations

Simulate the reaction in (a) using the initial concentrations provided.

From the simulation data:

a. Plot the behavior of \([E]\), \([S]\), \([ES]\), and \([P]\) vs. time from time \(t_0 = 0\) until time \(t_f = 5\).

b. Plot the behavior of \([E]\), \([S]\), \([ES]\), and \([P]\) vs. time from time \(t_0 = 0\) until time \(t_f = 100,000\).

c. Plot the rate of production of \([P]\) vs. the concentration of \([S]\) from time \(t_0 = 0\) until time \(t_f = 100,000\).

d. Do these plots agree with your calculations from part (a)?

Now, use the Michaelis-Menten equation to plot the expected rate of production of \([P]\) vs. the concentration of \([S]\). What causes the deviation of the simulation data from the Michaelis-Menten equation at substrate concentrations close to the initial concentration?

4.3 Fitting data

The two vectors listed in Table 1 correspond to 20 “experimental” measurements of the rate of production of \([P]\) (vector \(V = \frac{d[P]}{dt}\)) and the concentration of substrate \([S]\) (vector \(S\)) respectively.

a. The Michaelis-Menten equation says \(V = V_{max} \frac{S}{K_m + S}\). Express \(V_{max}\) and \(K_m\) explicitly in terms of the reaction rates and the concentrations specified in 4.1.

b. Plot the data and fit them to the Michaelis-Menten equation for estimates of \(V_{max}\) and \(K_m\). Plot the fitted curve on the same graph.

c. We can transform the Michaelis-Menten equation by taking the reciprocal of both sides \(\frac{1}{V} = \frac{K_m}{V_{max}S} + \frac{1}{V_{max}}\). This double reciprocal form is called the Lineweaver-Burk equation. Plot the data as \(\frac{1}{V}\) vs. \(\frac{1}{S}\). Fit the data for estimates of \(V_{max}\) and \(K_m\), and plot the fitted line on the same graph.
d. Compare the fitted values of $V_{max}$ and $K_m$ given in (b) and (c). Why are they different? Is the difference significant?

<table>
<thead>
<tr>
<th>Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V$ (rate of production of $[P]$)</td>
</tr>
<tr>
<td>0.15</td>
</tr>
<tr>
<td>0.34</td>
</tr>
<tr>
<td>0.35</td>
</tr>
<tr>
<td>0.42</td>
</tr>
<tr>
<td>0.48</td>
</tr>
<tr>
<td>0.60</td>
</tr>
<tr>
<td>0.52</td>
</tr>
<tr>
<td>0.63</td>
</tr>
<tr>
<td>0.63</td>
</tr>
<tr>
<td>0.63</td>
</tr>
<tr>
<td>0.60</td>
</tr>
<tr>
<td>0.66</td>
</tr>
<tr>
<td>0.69</td>
</tr>
<tr>
<td>0.63</td>
</tr>
<tr>
<td>0.73</td>
</tr>
<tr>
<td>0.69</td>
</tr>
<tr>
<td>0.74</td>
</tr>
<tr>
<td>0.77</td>
</tr>
<tr>
<td>0.72</td>
</tr>
<tr>
<td>0.75</td>
</tr>
</tbody>
</table>

Feedback (+1 Extra Credit):

Please use a SEPARATE sheet of paper for this feedback. We will detach it from your problem set and keep it for future reference.

- How much time did you spend?

- Anything confusing?

- Liked a problem?

- Least favorite problem?

- Other comments (e.g., what should we change next time around)?