3.60 Symmetry, Structure and Tensor Properties of Materials

Principles of Plane Group Derivation

(Note: This material is not treated in the text.)

1. Summary of Principles in Advance (that is, an abstract)

(a) Add each of the two-dimensional point groups to each of the two-dimensional lattice nets which can accommodate them. Each of the operations of the point group combined with each of the independent lattice translations which terminates within the unit cell must create some new symmetry operation elsewhere within the cell. Locate these using the "combination theorems" expression in an algebra of operations that specify the net effect of two sequential symmetry transformations.

\[ T_I: A \alpha = B \alpha \oplus \frac{T}{2} \text{ or } \frac{R}{2} \]

(b) Symmetry planes in a point group must be mirror planes, but glides are permitted in a plane group as it is translationally periodic. Replace therefore, each of the pure mirror planes in the point groups of (a) by glides, and locate the additional symmetry elements which arise using the above combination theorems.

(c) Symmetry planes and axes need no longer intersect in a plane group. Therefore, starting with the plane groups which consist of rotation axes (alone) placed in a plane net, attempt to interleave glide planes or mirror planes with the axes in such a way that no new axes are created. For each possible combination find the new symmetry elements which arise using the above combination theorems and the new theorem.

\[ G_{\alpha} \cdot A_{\Pi} = G_{\Pi} \]

2. Two-Dimensional Lattices (Nets)

Earlier, we had shown that rotation and reflection require five types of two-dimensional lattices, each with a distinct sort of specialization which is dictated by symmetry.

\[
\begin{cases} 
1\text{-fold or 2\text{-fold axis:} \text{ Parallelogram net}} \\
4\text{-fold axis:} \text{ Square net} \\
3\text{-fold or 6\text{-fold axis:} \text{ Equilateral (or hexagonal) net}} \\
\text{Mirror plane:} \text{ Either a primitive or centered (diamond) rectangular net}
\end{cases}
\]

3. Two-Dimensional Point Groups

Let's now ask how one can combine, about a fixed point in space, more than one of the two-dimensional symmetry elements which can subsequently be combined with a two-dimensional lattice net — namely, 1, 2, 3, 4, 6, and \( \infty \). A ground rule that we will impose is that all mappings of coordinates that occur must involve only the two dimensions of the space. We will not allow an operation that lifts a motif out into a third dimension and then restores it to the two-dimensional space of our plane (any more than we would entertain an operation in three dimensions that plucks things out into a fourth dimension and then drops them subsequently back into three.)
The single symmetry elements that meet this restriction are:
(a) A rotation axis (normal to the plane of the 2-D space) which maps things only within the plane normal to the axis.
(b) A mirror plane (normal to the plane of the 2-D space) which maps things left-to-right across the mirror line.

If rotation axes and mirror lines separately, act as 2-dimensional symmetry elements that leave at least one point in space invariant, they will clearly do so in combination, provided they intersect at a point (which will be the locus that is left invariant).

If we combine two operations, however, we will (like it or not?) introduce a third operation into the space. We will thus need another "combination theorem" that will, once and for all, specify the result.

(a) The combination of a rotation axis with a reflection through a locus passing through a is equivalent to a new reflection operation \( \mathcal{S}' \) about a locus \( \mathcal{L}/2 \) from the first.

Note that the initial pair of operations does not commute! Change the order and the result is again reflection but across a different location - \( \mathcal{L}/2 \) on the other side of the initial reflection locus.

(b) The combination of two successive reflection across loci that intersect at a point.

\[ \mathcal{S}_{2} \cdot \mathcal{S}_{1} = A_{2\pi} \]

Let the angle between \( \mathcal{S}_{1} \) and \( \mathcal{S}_{2} \) be defined as \( \alpha \). The successive reflection produce a third motif of the same handedness - \( \beta \). The net transformation must be rotation. The amount of rotation is \( \alpha + \beta + \beta \) but \( \alpha + 2\beta = \pi \). Thus, the pair of reflection operations does not commute either. Change the order and the result is \( A_{2\pi} \).

The new symmetry combinations that result from application of either of these theorems are:

- 2 mm
- 3 mm
- 4 mm
- 6 mm
It is convenient to have a symbol for each of the possible combinations. There are, in fact two!

The International Symbol is a running list of the independent symmetry elements other that are present. ("independent" means not related to another by some symmetry element. "Independent" symmetry elements are also "different" in the way in which motifs are hung on them.) Note that in "4mm", for example, the mirror lines that are 45° from the adjacent mirror lines are not related by the 90° rotation of the 4-fold axis. The also differ in the way the closest pair of motifs are arranged—different distance from the mirror and facing in a different direction.

Thus the combination of 4 with a mirror plane leads to 4mm (convenient, of course— if we listed all of the mirror planes that were present it would be "4mmmmmmmm", quite a mouthful!).

Note that the combination of a 3-fold axis is different in this respect: there is only one independent mirror and the symbol used is thus 3m.

The Schönflies Symbol (after one of the three investigators who independently and almost simultaneously derived the 3-D space groups) is based on group theory. "C" was used to denote a "cyclic group", defined as one in which all elements are "powers" of a basic operation. (For example, 4 contains \( \{ A_2, A_4, A_6, A_8 \} \) as elements. The rank of an axis is appended as a subscript: 90°, 180°, 270°, 360°. Thus \( C_4 \) is a 4-fold axis. Addition of "vertical" (in anticipation of the three-dimensional arrangement) mirror plane is indicated by a "m" appended to the subscript. \( m \) is denoted by "Cm" (it is cyclic group and the "m" represents "spiegel"—mirror in German).

The two-dimensional crystallographic point groups are thus:

\[
\begin{align*}
1 & \quad 2 \quad 3 \quad 4 \quad 6 \quad m \quad 2m \quad 3m \quad 4m \quad 6m \\
C_1 & \quad C_2 & \quad C_3 & \quad C_4 & \quad C_6 & \quad C_3 \times 2 & \quad C_4 \times 2 & \quad C_6 \times 2
\end{align*}
\]

They are termed point groups because the operations (elements) in each conform to the postulates of the mathematical entity defined as a "group" and these operations leave at least one point in space invariant. The qualifier "crystallographic" is required because these are the only point groups that one can combine with a lattice. (The point groups 8mm or 5m, are quite lovely, but one could never find them in a crystal.)
(Note some consequences of the ground rules which have established in defining these two-dimensional point groups:

There is no inversion center in two-dimensional patterns.

In 3-D the mapping of a 2-fold axis parallel to \( z \) is \( \overline{2} \Rightarrow \overline{2} \). These are indistinguishable.

The operation would invert the pattern out into three dimensions and restore it to the two-dimensional space "upside-down," which is not defined in a strictly two-dimensional space.

One could derive symmetries in which these operations were included, and this in fact one would lead to something called the "two-sided plane groups" (e.g., a sheet of paper with pattern on both surfaces) — but these are different beasts!

(4) Distribution of 2-Dimensional Point Groups among the 2-Dimensional Lattices

The 2-D nets required by a pure rotation axis or a pure mirror plane are given above in (2). We now ask whether the 2-D point groups of the type mp require any new types of nets — with distinct sorts of specializations.

2 mm — Each M requires the net to be rectangular (primitive or centered)

The 2-fold axis requires no specialization.

2 mm requires either of the rectangular nets required by m.

4 mm — The 4-fold axis requires that the net be square.

The two M's require that they be along the edge of a primitive or centered rectangular net. This specialization is included in that incorporated in a square net.

3 mm and 6 mm — The 3-fold axis or 6-fold axis requires an equilateral net, the M's must be along the edge of a primitive or centered rectangular net. This specialization is already included in the equilateral net as it is a special case of a diamond net.

Double cell is a centered rectangle.

For future reference, note that there are thus two allowable settings for a mirror plane in a hexagonal net:

1. Along the edge of the cell or normal to the edge of the cell.


The final distribution of the 10 2-dimensional point groups among the 5 2-dimensional lattices is thus:

<table>
<thead>
<tr>
<th>Point Groups (10)</th>
<th>Lattice Types (5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2</td>
<td>Parallelogram</td>
</tr>
<tr>
<td>3 2 mm</td>
<td>Primitive rectangle or centered rectangle (diamond)</td>
</tr>
<tr>
<td>4 4 mm</td>
<td>Square</td>
</tr>
<tr>
<td>3 6 3 mm 6 mm</td>
<td>Equilateral</td>
</tr>
</tbody>
</table>

5. Derivation of the Plane Groups

5.1 Direct Addition of a Point Group to a Lattice Type

Twelve potential plane groups result from the direct addition of the 10 point groups in the table above to the lattice points of the nets which can accommodate them. As a symbol used to designate each result we will use a notation which consists of two parts: a first symbol to designate the lattice type, and a second part to designate the point group or symmetry which has been added to the lattice point.

Thus, for example:

A parallelogram net + point group 2 added to a lattice point = plane group P2.

We need not in the symbol for the plane group specify that the lattice is a parallelogram (the P stands for primitive) as the informed reader is aware that point group 2 requires only that the lattice be an unspecialized parallelogram. Thus the only two symbols which appear for lattice types in the symbols for the plane groups are P (for primitive) and C (for centered) and, moreover, the latter is needed only for the case of the two rectangular nets.

Eventually we will derive three-dimensional space groups for which similar symbols will be used. There is, accordingly, some scope for ambiguity; we might, for example, add symmetry 1 to a primitive general two-dimensional net here and later add 1 to a primitive general three-dimensional space lattice. To distinguish 3-D space groups from 2-D plane group symbols, an upper-case letter is used for the lattice type of the former, a lower-case letter for the lattice type of the latter.

Thus:

P1 \rightarrow 3-D space group
P1 \rightarrow 2-D plane group

Addition of a Rotation Axis to a Net

Parallelogram net + 1 = \( \text{P1} \)

Parallelogram net + 2 = \( \text{P2} \)

Square net + 4 = \( \text{P4} \)
Equilateral net + 3 = P3

Equilateral net + 6 = P6

**Combination Theorem:**

In each of the above cases, we have added a group of rotation operations to a lattice translation which is perpendicular to the rotation axis. As always, the combination of two operations in a space must create the presence of a third operation. The question then is: $T_4 \cdot A_\alpha = ?$

(Note that this is a special case and we will eventually, when working with space lattices, have to consider the case where the translation is not perpendicular to the rotation axis.)

1. **Combine operation $A_\alpha$ with a translation $T_4$ which is perpendicular to it**

2. **Construct a line AC which makes an angle $\frac{\pi}{2}$ with the perpendicular to the plane of $A$ and $T_4$**

3. **The action of $A_\alpha$ maps line AC to a new line $A'C'$ on the other side of the perpendicular, taking, for example, an object $O$, which is right-handed, say, to object $O'$, also right-handed**

4. **The translation $T_4$ maps line $AC'$ to $AC''$ (and object $O'$ to $O''$)**

5. **How is $O$ related to $O''$? Not by reflection, as this changes the "handedness" of the object, not by translation, as the separation between $O$ and $O''$ depends on the location along $AC$ where the initial object is placed, that leaves only rotation, the location of a rotation axis is the locus of points left unmoved by that operation; the only point along $AC$ which is unmoved is point $B$, at the intersection of $AC$ and $AC''$, and this point may be seen to be located a distance $x = \frac{T_4}{2} \cot \frac{\pi}{2}$ along the perpendicular bisector of $T_4$. Note also, that the angular throw of rotation axis $B$ is also $\alpha$, and in the same sense as $A_\alpha$.

$$T_4 \cdot A_\alpha = B_\alpha \oplus \frac{T_4}{2} \cot \frac{\pi}{2} \text{ along 1-bisector of } T_4$$

This theorem was used to derive the location of the additional rotation axes which are depicted above in plane groups P1 through P6. To do so, we combined each of the independent rotation operations implied by the presence of the rotation axis with each of the independent translations within the unit cell (there are an infinite number of translations in a lattice, but the nature of a plane group is fully characterized by the contents of a unit cell). Combination of a rotation operation with a very long translation to a lattice point far outside the cell will obviously create a rotation operation which is also far outside the cell and which must be translation-equivalent to one within the cell.

As an example, we derive P4:

$$4 + \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} A^\frac{\pi}{2} \\ A^\frac{-\pi}{2} \end{bmatrix} \begin{bmatrix} T_4 \\ T_4 \\ T_4 \end{bmatrix} = \begin{bmatrix} T_4 \\ T_4 \end{bmatrix} \begin{bmatrix} T_4 \end{bmatrix}$$

(Note that $T_4$ is symmetry-equivalent to $T_4$ by the 4-fold axis and need not be separately considered.)
THE OTHER COMBINATIONS OF A ROTATION AXIS WITH A NET ARE DERIVED IN DETAIL IN THE TEXT, PP 72-79.

ADDITION OF A MIRROR PLANE TO A NET.

COMBINATION THEOREMS: WE DERIVED THE PRIMITIVE RECTANGULAR NET BY ADDING A MIRROR.

PLANE NORMAL TO A TRANSLATION

Suppose now that the combination is more general and the translation is no longer exactly perpendicular to the mirror plane, but instead has a component \( T_\perp \) which is normal to the mirror plane and a component \( T_{\parallel} \) which is parallel.

PLANE \( \perp \rightarrow \)

There is no way in which we can use one of our basic operations to specify the relation between \( 1 \), \( 2 \), \( 3 \), and \( 4 \); they are related by an operation which contains two separate steps — reflection in a new plane (halfway along \( T_\perp \) as before) followed by translation by an amount \( T_{\parallel} \). This is a new two-step symmetry operation which (as in the case of \( \frac{1}{2} \)) simply cannot be described any more directly. The symmetry element is then called a glide plane and an individual operation is designated \( \Gamma \).
Characteristics of Glide: The pattern produced by a glide consists of alternating left and right-handed objects on either side of a mirror line, and separated by a translation component $\gamma$.

The symbol for an individual operation is $M \gamma$.

The symbol for the symmetry element itself is $\gamma$ in two dimensions.

In three dimensions we will subsequently adopt a notation which specifies the orientation of $\gamma$ relative to the cell edges.

The symbol for denoting the lines of a glide plane (dashed line) and normal to $\gamma$ is a dashed line (as opposed to a bold solid line for $M$).

Note that performing the glide operation twice produces a third object which is translation equivalent to the first. That is, $M \gamma = \gamma$. As a consequence of this, it is that glide can only appear in a pattern which is translationally periodic in at least one dimension.

From the above, $T = 2\gamma$. Or, conversely, turning this around, $\gamma = \frac{1}{2} T$. Thus if we attempt to add a glide plane to a lattice, $\gamma$ for a glide plane must be parallel to some translation in the lattice, and $T$ must equal the magnitude of one-half of that translation. Upon adding a glide plane to a lattice, therefore, we are specifying both $T$ and $\gamma$. Let us examine the nature of the pattern produced. If we specify some $\gamma$ larger than $\frac{1}{2} T$ ($\gamma$ must still be related to $T$ as performing the glide operation twice is equivalent to translation; all that is strictly required, though, is that $2\gamma$ be an integral multiple of $T$).

Assume, for example, that $\gamma = \frac{1}{2} T$ (with $M \gamma = 3\gamma$).

Objects generated by the glide plane $T' \gamma$:

Note that this pattern is indistinguishable from $T \gamma$ which would be generated with $\gamma = \frac{1}{2} T$.

Thus, while it may be useful to specify a relation between a particular pair of objects by a glide operation with $\gamma > \frac{1}{2} T$ (one, for example, may arise as the result of application of a combination theorem), the value of $\gamma$ for a glide plane may always be redefined by the addition or subtraction of an integral number of translations such that $\gamma$ is always either 0 or $\frac{1}{2} T$.

Most general theorem for combination of a symmetry plane with a translation: The two theorems on page 5 may be generalized to the most general case—combination of a glide plane with a translation inclined to it.

Object 1 is now related to 3 directly by a new plane parallel to the first and located $\frac{1}{2} T$ away (as before), and with a glide translation component equal to the sum of $\gamma$ of the original glide plus $T$.

$T$, $M \gamma = M \gamma + T$ @ $\frac{1}{2} T$

Note that all preceding theorems of this family are special cases of this result with $\gamma$ and/or $T$ equal to zero. Since the new glide component $M \gamma$ is equal to $\gamma + T_i$, we may have to subtract an integral translation to establish whether the new glide is a mirror plane.
Having obtained the theorems necessary to deduce the new symmetry elements which arise when a mirror plane or glide plane is combined with translation, let’s continue with derivation of the plane groups which result from direct addition of a point group to a lattice point.

\[ T: M = M' \quad \text{along } \frac{1}{2} T_2 \quad (\text{this is on top of original } M') \]

\[ T_2: M = M' \quad \text{along } \frac{1}{2} T_2 \quad \text{this is a new } M \text{ through the center of the cell} \]

\[ (T + T_2): M = M' \quad \text{along } \frac{1}{2} T_2 \quad \text{same as the above mirror plane} \]

\[ PM \]

\[ T_{\frac{1}{2}} \cdot M = M' \quad \text{(this is along } \frac{1}{2} T_2) \]

\[ (T_{\frac{1}{2}} + T_2): M = M' \quad \text{along } \frac{1}{2} T_2 \quad \text{this is a new glide plane with } \frac{1}{2} T_2 \text{ located } \frac{1}{4} \text{ of the way along } T_2 \text{ (a second glide } \frac{3}{4} \text{ of the way along } T_2 \text{ is repeated from the first by translation } T_{\frac{1}{2}}) \]

\[ C \]

\[ \text{Note: the } C \text{ for the first time, of a } C \text{ to indicate a centered lattice (the } M \text{ tells you it's rectangular)} \]

2/\( \text{mm} \) + primitive rectangular net

This involves all of the steps of P2 along all of the steps of Pm for mirror planes along both edges of the cell. The work has all been done as the result is obvious.

2/\( \text{mm} \) + centered rectangular net

This is all of the steps of P2 along all of the steps of Cm for the 2 orientations. The work has already been done and the result is...
3W + Equilateral Net

Here we encounter a curious situation: The Equilateral Net has potentially a much higher symmetry than 3W and there are two possible orientations for one and the same point group in the lattice.

- The 3-fold axis makes $T_1$, $T_2$, and $-(T_1 + T_2)$ symmetry-equivalent and all 3 mirror planes are equivalent. To achieve this, combine only 1 mirror with $T_1$ and reproduce the result by symmetry.

A thought before turning the page: Note that the plane groups above all contain (1) axes in the usual locations, (2) mirror planes, and (3) glide planes of the point group wuzk at lattice points. Whenever a mirror is inclined to a translation in the net, the effect is to interleave glide planes between all the mirror planes.
In the above, the convention which we have used for establishing labels for the plane groups falls short—we cannot simply call it P 3 m because for the first time we have obtained two distinct plane groups from one and the same point group! Another convention is needed to distinguish between these results. The role is to introduce another character into the point group part of the symbol to specify the symmetry which is along the diagonal of the cell (the long diagonal; the short one is symmetry-equivalent to the cell edge) as well as the symmetry along the cell edge.

The order of symbols is

\[ P \rightarrow 3 \rightarrow w \rightarrow 1 \]

\[ \uparrow \quad \uparrow \quad \text{SYMMETRY ALONG DIAGONAL} \]
\[ \text{LATTICE TYPE} \quad \text{ALONG CELL EDGE} \]

\[ \text{This symmetry is also \textbf{not} the cell edge in the hexagonal net, but not in others such as the square.} \]

6mm + Equilateral Net We have already done all the work for this combination. Axes (6, 3, 1), 2-fold occur in all of the locations of P6. We note that the mirror planes in 6mm are 30° apart, so the addition of 6mm to the lattice will place mirrors in the locations of both P3m and P31m. The arrangement of slip planes and glides which thus results is simply that for P31m superposed upon P3m. (We will, unapologetically, not try to sketch this one, and merely point.)

A drawing of the intricate arrangement of symmetry planes in this plane group is contained in the nearest reproduction from the International Tables for X-ray Crystallography.

5.2 Replacement of Mirror Planes by Glide Planes

Thus far we have obtained 13 plane groups through direct addition of point groups to the 2-dimensional lattices. This might seem to exhaust all possibilities. But in the process of these derivations, we were brought into headlong confrontation with the glide plane, a symmetry element which we had not encountered earlier. As it exists only in translationally periodic patterns and thus plays no role in the point groups.

In considering the space groups, however, one is dealing by definition with patterns that are translationally periodic, so glide planes may be present. One might ask, whether additional plane groups might be obtained by replacing mirror planes in the two-dimensional point groups by glides (which are, indeed, a generalization of a mirror plane in that it is a glide with n=0). When two independent mirror planes are present in a point group, we might replace one or both by glides.

The following replacements... of m's... by g's... in a point group. Thus present themselves as possibilities which should be combined with the plane nets.

\[
\begin{align*}
\text{m} & \rightarrow g \\
2\text{mm} & \rightarrow 2\text{mg} \text{ or } 2g \text{g} \\
3\text{m} & \rightarrow 3g \\
6\text{mm} & \rightarrow 6\text{mg} \text{ or } 6g \text{g}
\end{align*}
\]
Replacing m by g: Addition of g to Primitive Rectangular Net

\[ T_1 \quad \text{m}_1 = m_1 + T_1 \quad \text{at 0} \quad \text{Normal T}_1 \quad \text{m}_1 \quad \text{same glide on tip of itself (nothing new)} \]

\[ T_2 \quad \text{m}_2 = m_2 + \frac{1}{2} \quad \text{along T}_2 \quad \text{a new glide halfway along the cell} \]

\[ (T_1 + T_2) \quad \text{m}_y = m_1 + T_1 \quad \text{m}_y \quad \text{same new glide as above} \]

Addition of g to Centered Rectangular Net

\[ T_1 = g + \frac{1}{2} T_1 \]

Same combinations of operations as above in P9. Except for the new translation \( \frac{1}{2} (T_1, T_2) \) to the centered lattice point.

\[ (T_1, T_2) \quad \text{m}_y = m_1 + T_1 \quad \text{m}_y \quad \text{same} \]

This system of interlaced m's and g's is exactly that found for Cm (recall that there is no unique origin to a translation and no unique location for the lattice point).

Thus \( \text{Cm} \) is identical to \( \text{Cm} \).

2mm with one m replaced by g

This combination is impossible. We have a theorem that stated m1 * A1 = m2.

so if one plane passing through the axis is a mirror, the second plane must also be a mirror.

2mm with both m's replaced by g

The plane group C2mm (obtained by adding 2mm to a lattice point) was found to contain a 2-fold axis which had two glides passing through it. It thus would not be at all surprising to discover that if we began by adding \( \text{Cg} \) a new location with symmetry 2mm would appear, and the result turn out to be identical to \( \text{C2mm} \).

Let's show that this is the case.

2mm + Primitive Rectangular Net has all the combinations of P2 and \( \text{Cg} \) (in two orientations)

Therefore, on the basis of earlier combinations, the result is as shown to the left.

We have not yet developed a combination theorem that tells us what the addition of a 2-fold axis to a glide is equivalent to (we will do so in the next section). But if we draw in the pattern of P2 which is generated by the 2-fold axis, and then repeat these objects with the glides, we get the pattern shown to the left. This pattern is identical to that of C2mm referred to a different origin. Moreover, locations of symmetry 2mm are present at \( \frac{1}{4}, \frac{1}{4}, \frac{1}{4}, \frac{1}{4} \) (anticipating the combination theorem we will derive).

In addition, the lattice has been changed from a Primitive Rectangular Net to a Centered Net
The reason for this may be understood by permuting a combination theorem. We have

Previously obtained \( T \cdot A \pi = B \pi \) or along a bisector.

Therefore, two successive positions of \( \pi \) about parallel axes is equivalent to a translation equal to twice the separation of the axes

\[
\begin{align*}
A \pi \cdot A \pi &= T \\
0 &\rightarrow T
\end{align*}
\]

This the presence of \( A \pi \) at the origin combined with the operation \( B \pi \), which has appeared at \( \pm (T, T) \), requires that \( 2(T + T) \) be a translation.

Replacement of one \( m \) in 4mm by \( g \)

This combination is again impossible. The theorem.

Distance \( r_1 - r_2 \) requires that both planes be \( m \) if one is a mirror.

Replacement of both \( m \)'s in 9mm by \( g \)

This combination is impossible. A glide cannot be placed parallel to the cell edge of \( P \) as it does not leave the axes invariant.

This would also have to be a 2-fold axis if a glide were present.

Addition of 3.g1, 3.g2, or 6.gg to the equilateral net (6.gg is impossible).

A 3-fold axis would have to appear here.

Glares are impossible in these orientations as their operation does not leave the positions of the rotation axes invariant.
5.3. INTERLEAVING OF PLANES WITH AXES

To this point we have derived 14 distinct plane groups and the weary reader has no doubt signed "surely we have now exhausted all the possibilities!". Not quite yet. The potential combinations we have thus far examined--have all involved the addition of either a point group (axes, planes, or planes passing through axes) directly to a lattice point, or a similar addition in which one or more of the mirror planes in a point group has been replaced by a glide. In all of these additions all symmetry elements intersect at a common point which, by definition, they must do in a point group as a point in space must be left unmoved. The plane group, however, contains symmetry elements distributed throughout space; there is no longer any reason, therefore, why the planes and axes which we add to a lattice have to intersect at a common point. As the final step in our derivation, we should consider locations where, after adding axes to a net, we can interleave mirror planes or glide planes. There is a constraint in doing this; the interleaved planes cannot create any new translations through their operation (for this would change the lattice net which we started), nor can it create any new rotation axes (for there, in turn, would create new lattice points through their action) or, alternately, create new translations by virtue of the transposed combination theorem \( B \cdot A \cdot B \cdot A = T \) (see parallel) which we encountered earlier at the top of pg. (11).

Let's consider the combinations of rotation axes with the plane nets, and examine them for potential locations at which one might interleave mirrors or glides (we need not consider the parallelogram net as \( M \) or \( g \) requires that its net be at least rectangular).

2 + Primitive Rectangular Net

[Diagram showing potential locations for interleaving M or g, with notes about the different cases.] (We will not regard the interleaving of \( M \) or \( g \) in an orientation 90° from the one shown as being distinct as there is nothing special about one edge of the rectangular cell or the other.)

2 + Centered Rectangular Net

[Diagram showing possible and impossible cases, with notes about the different combinations.]
Accordingly, there are no new possibilities for interleaving mirror planes or glides in combination with a 3-fold or 6-fold axis.

Thus, out of our considerations of possible positions for new plane groups involving m or g interleaved with axes, five additional combinations of planes and axes — labeled A through E above — which must be examined as leading to potentially new plane groups.

Several of these (A, B, and E) involve combinations of symmetrical elements which we have not previously considered: namely, the combination of a rotation operation with a plane which does not pass through the axis. In other cases (A, B, C) we have a glide rather than a m passing through the rotation axes. These combinations will require an appropriate "combination theorem" to be established. Before proceeding further, the necessary theorems may be viewed as generalizations of the theorem \( m \cdot Ax = m_2 \) which was developed in connection with derivation of the point groups.

Let us first consider the combination of \( m_2 \) with a mirror plane which does not intersect the axis (but which is parallel to it) but is instead removed from the axis by a distance \( \delta \).

**Diagram:**
- **A:** Rotation of an object by an angle around an axis.
- **B:** Reflection of an object in a plane.
- **C:** Glide reflection of an object along a glide line.
- **D:** Translation of an object along a translation vector.

**Mathematical Expression:**
- Let object \( O \) be rotated by \( \theta \) around axis \( A \), then reflected in plane \( P \), and finally translated by \( \Delta \).

**Result:**
- The final position \( O' \) after the operation is described by the combination of these transformations.

**Example:**
- A glide with \( \gamma = 2 \delta \), passing through the 2-fold axis and oriented 90 degrees to the original mirror plane.
Let's next consider a further generalization of the type of combination by making the original plane a glide.

Thus, 

\[ W \cdot A_{m} = W' \]

As may be seen, any attempt to note the mutual orientation and position of the symmetry elements symptomatically is rapidly becoming difficult.

Thus a glide with translation component \( t \) combined with a 2-fold axis parallel to it, but separated by a distance \( \delta \), creates a new glide with translation component \( 2\delta \), at right angles to the initial glide and removed from the 2-fold axis by a distance \( \frac{\delta}{2} \).

Any attempt to write the relationship symbolically should not be taken seriously; but let's try:

\[ W \cdot A_{m} = W' \]

The more familiar theorem:

\[ W \cdot A_{m} = W' \]

May be seen to be a special case of this general result in which \( \delta = 0 \) and \( t = 0 \).

One further generalization of this theorem still remains for 3 dimensions wherein we will encounter screw axes. We could then replace \( A_{m} \) with a 2-fold screw operation.

Combination of a Plane with a General Rotation Operation

Let's now consider the case of a plane \( (m, c) \) combined with a general rotation operation \( A_{k} \).

Constantly a line \( AP \) passing through the rotation axis \( A \) and making an angle \( \theta \) relative to the mirror:

The rotation operation \( A_{k} \) maps \( AP \) into \( A'P' \).

The reflection operation maps \( A'P' \) into \( A''P'' \).

We can get directly from \( AP \) to \( A''P'' \) in the following two steps:

(a) Translate \( AP \) to \( A''P'' \) by an amount \( 2\delta \) in the \( z \) direction.

(b) Reflect things left-to-right across the line \( A''P'' \) to change handedness.

These two steps consist of reflection and translation in a direction inclined to the reflection plane. Let us combine these two steps into a single operation using a theorem which we had established earlier:

\[ W \cdot T = W' \]
The combined mapping \( A'x \) followed by reflection in a plane parallel to the axis but removed by a distance \( \delta \) is thus a \textit{glide} with translation component \( \gamma' = 2\delta \sin \frac{\theta}{2} \)
inclined to the original mirror plane by an angle \( \frac{\theta}{2} \)
and removed from the rotation axis by a distance \( \delta \cos \frac{\theta}{2} \). The new glide intersects the initial mirror plane at the point where a perpendicular between the axis and \( \gamma \) intersects the mirror.

Conversely, combining \( \gamma \) with \( \delta \) at angle \( \frac{\theta}{2} \) creates a \textit{rotation operation} \( A'x \) at a point removed from the line of intersection of the two planes.

\[ \gamma = 2\delta \sin \frac{\theta}{2} \]

\[ \begin{align*}
\text{Combination of a \textit{glide} plane with a parallel rotation operation at a distance} \\
\end{align*} \]

\[ \begin{align*}
\text{Rotation operation } A'x & \text{ maps } AP \text{ to } A'P' \\
\text{The glide operation } & \text{ reflects } A'P' \text{ to } A''P'' \\
& \text{and then translates to } A'''P''' \\
\text{We can map } AP & \text{ into } A'''P''' \text{ directly by translating } AP \text{ by } 2\delta \text{ along } \gamma \text{ and } \gamma' \text{ along } x \text{ followed by reflection across } A'''P''' \text{ to change handedness.}
\end{align*} \]

Again \( \gamma + T = \gamma'_{T',T} \)

Here

\[ \begin{align*}
T_1 &= 2\delta \cos \frac{\theta}{2} + \gamma' \sin \frac{\theta}{2} \\
T_2 &= 2\delta \sin \frac{\theta}{2} \gamma + \gamma' \cos \frac{\theta}{2}
\end{align*} \]

The combined effect of rotation through an angle \( \theta \) followed by \textit{glide} in a plane removed from the axis by a distance \( \delta \) is, thus, glide in a new plane located \( \frac{\delta}{2} \) away from the first, having translation component \( \gamma'' = (2\delta \sin \frac{\theta}{2} + \gamma' \cos \frac{\theta}{2}) \) and removed from the rotation axis by a distance \( \Delta = (\delta \sin \frac{\theta}{2} + \gamma' \cos \frac{\theta}{2}) \).

Thus \( \gamma \) is halved of the second part of the translation, \( \gamma' \), slides the point of intersection \( \frac{\delta}{2} \gamma \) along the original glide.

\[ \gamma' = (2\delta \sin \frac{\theta}{2} + \gamma' \cos \frac{\theta}{2}) \]
This most general theorem for two dimensions will also need a further generalization for three dimensions: replacement of a rotation by a screw operation.

Before proceeding to complete our derivation it is perhaps wise to repeat, in the language of group theory, in deriving the point groups, for example, we took a subgroup (a combination of rotation axes, the example) and added to this group of operations an additional operation (such as a horizontal mirror plane, for example) called an extension. For the new collection of operations to qualify as a group, the combination of any two elements also has to be a member of the group. If a particular combination of elements produces an effective net operation which is not an element in the extended set, we add the new operation to the group. We choose this by means of constructing the "group multiplication table".

We are performing the same operation here, the only difference being that a finite group is an infinite group, rather than being a finite group with a finite number of elements. It is the case with a finite group to a subgroup (e.g., plane group such as P2) we add a new extender operation such as an interleaved or intersecting reflection or glide. We then combine this new operation with the operations of the subgroup (translations terminating within the cell; existing rotation operations in the subgroup) constructing in effect the group multiplication table. The "combination theorem" you have established its general results tell us the result of the product of a given pair of operations. If the result is already a member of the group (e.g., a mirror operation which falls on the 0; a mirror plane which is already in the pattern) we discard it—it is nothing new: an operation which is already a member of the group.

If the result is a new operation which is not already in the group we must add it to the collection of elements which constitute the group.

Returning to the five remaining possibilities for combining planes and axes (which we have identified, on page 12 & 13;)

\[ A \]

\[ \begin{align*}
T_2 & \cdot M = M' \oplus \frac{1}{2}T_2 \\
T_2 & \cdot \frac{1}{2}T_2 = \frac{1}{2}T_2
\end{align*} \]

Final result

\[ \begin{align*}
T_2 & \cdot M = M' \oplus \frac{1}{2}T_2 \\
T_2 & \cdot \frac{1}{2}T_2 = \frac{1}{2}T_2
\end{align*} \]

\[ B \]

\[ \begin{align*}
T_2 & \cdot \frac{1}{2}T_1 = M' \oplus \frac{1}{2}T_2 \text{ from our initial glide: } \frac{1}{4}T_2 \\
T_2 & \cdot \frac{1}{2}T_1 = M' \oplus \frac{1}{2}T_2 \text{ from our initial glide: } \frac{1}{4}T_2
\end{align*} \]
The new glide \( \frac{1}{2} \) along \( T_1 \) with \( \gamma = \frac{1}{2} T_2 \) will be repeated again at \( \frac{3}{4} T_1 \)

\[ T_2 \cdot N \frac{1}{2} (T_1 + T_2) = N \frac{1}{2} (T_1 + T_2) \]

**Final Result**

Turning next to the three possibilities ② ③ ④ on the top of page B. pg 13 fix the square net

**C**

\[ T_2 \cdot N \frac{1}{2} (T_1 + T_2) = N \frac{1}{2} (T_1 + T_2) \]

Note that this new mirror plane is the one which we considered, arising initially in possibility ⑦

In light of above, it would be no surprise to find that if we started by adding the mirror plane through the 2-fold axis, we get a glide passing through the 4-fold axes.

**D**

\[ T_2 \cdot N \frac{1}{2} (T_1 + T_2) = N \frac{1}{2} (T_1 + T_2) \]

Both ② ③ ④ thus, lead to the same result. The glide is mirror plane, when repeated by the 4-fold axes gives the eighth glide.

We still have not considered the effect of combining a 4-fold axis with a glide passing through it, using the theorem at the bottom of page 15.

\[ \gamma' = 2 \theta \sin \frac{\pi}{2} + \gamma \cos \frac{\pi}{2} \]

In the present case \( \delta = 0 \) so the new glide has

\[ \gamma' = 2 \theta \sin \frac{\pi}{2} + \gamma \cos \frac{\pi}{2} \]

\[ \gamma' = \gamma \cos \frac{\pi}{2} = \gamma \sqrt{2} \]

But the original \( \gamma \) in the first glide plane had magnitude \( \frac{1}{2} |T_1 + T_2| = \frac{1}{2} |T_1| \sqrt{2} = \gamma \)

So \( \gamma' = \frac{1}{2} |T_1| \sqrt{2} / \sqrt{2} = \frac{1}{2} T_1 \)

② ③ ④ all thus tend to the same result.
### Distribution of Lattice Types, Point Groups and Plane Groups Among the Two-Dimensional Crystal Systems

<table>
<thead>
<tr>
<th>SYSTEM (4)</th>
<th>LATTICE (5)</th>
<th>POINT GROUP (10)</th>
<th>PLANE GROUPS (17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oblique</td>
<td>Primitive Parallelogram (Oblique)</td>
<td>1</td>
<td>P1</td>
</tr>
<tr>
<td>Rectangular</td>
<td>Primitive Rectangle (Oblique)</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>a ≠ b, γ≠90°</td>
<td>Centered Rectangle (Diamond)</td>
<td>2mm</td>
<td>P2mm, P2mg, P2gg, C2mm</td>
</tr>
<tr>
<td>Square</td>
<td>Square</td>
<td>4</td>
<td>P4</td>
</tr>
<tr>
<td>a = b, γ=90°</td>
<td></td>
<td>4mm</td>
<td>P4mm, P4gm</td>
</tr>
<tr>
<td>Hexagonal</td>
<td>Hexagonal (Equilateral)</td>
<td>3</td>
<td>P3</td>
</tr>
<tr>
<td>a ≠ b, γ=120°</td>
<td></td>
<td>3mm</td>
<td>P3m1, P31m</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>P6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6mm</td>
<td>P6mm</td>
</tr>
</tbody>
</table>
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Notes on Spherical Trigonometry

Spherical Trigonometry differs from Euclidean Plane Geometry in that all of the action takes place on the surface of a sphere which, for convenience, we can take as having unit radius.

A **great circle** is defined as the circle of intersection (unit radius) of the sphere and any plane passed through the center of the sphere.

A **small circle** (R<1) is the circle of intersection with the sphere of any plane which intersects the sphere but does not pass through its center.

**Distance between two points** consider two points A & B on the surface of the sphere. The "distance" between A & B is not the line connecting them (as in plane geometry) as we must remain on the surface of the sphere. Points A & B and O, the center of the sphere define a plane which intersects the sphere in a great circle. We define the distance between A & B as the shorter of the two arcs connecting the points along the great circle, and measure the length AB in terms of the angle \( \angle AOB = \alpha \) subtended by the arc at the center of the sphere. (Note that this definition makes lengths independent of the radius of the reference sphere. Moreover, as "lengths" are measured in angles, one can speak of trigonometric functions of lengths, mind-boggling as this might be in plane geometry.)

**Pole of an arc or of a great circle**

we define as the pole of arc AB, the point of intersection with the sphere of a perpendicular line constructed at the center of the sphere and normal to the plane of the great circle which defines AB. (e.g., the earth's north pole is the pole of the equator.)

A property of a pole is that it is a "distance" of 90° away from any point on arc AB.

**Spherical Triangles**

Consider three points A, B, & C on the surface of the sphere. A spherical triangle is constructed from them by passing great circles through these points. Two at a time -- i.e., by constructing the arcs \( \widehat{BC} = \alpha \), \( \widehat{AC} = \beta \), \( \widehat{AB} = \gamma \).
**Spherical Angles**

We define the measure of the spherical angle $\angle BAC$ in a spherical triangle, the dihedral angle between the planes which define the great circles of arcs $\hat{BA}$ and $\hat{AC}$. 

**Polar Triangles**

Consider a spherical triangle $ABC$. Find $A'$, the pole of $\hat{BC}$, $B'$, the pole of $\hat{AC}$, $C'$, the pole of $\hat{AB}$; then connect $A'$, $B'$, $C'$ with arcs of great circles.

Triangle $A'B'C'$ is said to be the polar triangle of triangle $ABC$.

An amusing feature of these triangles is that they are mutually polar—that is, if $A'B'C'$ is the polar triangle of $ABC$, then $ABC$ is also the polar triangle of $A'B'C'$.

**Proof:** $B'$ is pole of $\hat{AC}$, $\therefore B'$ is 90° away from any point on $\hat{AC}$, in particular point $A$.

$C'$ is pole of $\hat{AB}$, $\therefore C'$ is 90° away from any point on $\hat{AB}$, in particular point $A$.

Point $A$ is now established as 90° from $B'$, 90° from $C'$, thus $A$ must be the pole of $\hat{B'C'}$. Similar arguments show that $B$ is the pole of $\hat{A'C'}$, $C$ is the pole of $\hat{A'B'}$, QED.

In two polar triangles the angle in one is the supplement of the opposite side in the other.

**In the other**

Consider a pair of polar triangles $ABC$ and $A'B'C'$. Let angle $\angle BAC = \alpha$, side $\hat{B'C'} = \alpha'$. This theorem then states: $\alpha' + \alpha = 180°$.

**Proof:** Extend the great circles which define $\hat{AB}$ and $\hat{AC}$ until they intersect $\hat{B'C'}$ at points $P'$ and $Q'$ respectively.

$B'$ is pole of $\hat{AC}$, $\therefore B'Q' = 90°$.

$C'$ is pole of $\hat{AB}$, $\therefore C'P' = 90°$.

Thus $\angle B'C'P' = 180° = (\angle B'P' + \angle P'Q') + (\angle P'Q' + \angle Q'C') = (\angle B'P' + \angle P'Q' + \angle Q'C') + \angle P'Q' = \alpha' + \alpha' = \alpha' + \alpha'$.

But the length of $\hat{P'Q'}$ is numerically equal to the angle used to measure $\alpha$ (see definition of spherical angles, above).

$\therefore \alpha' + \alpha = 180°$, QED.
**Law of Cosines**

In *plane geometry*, the Law of Cosines relates the length of one side of a triangle to the other two sides and the angle between them. An analogous relation (given without proof) exists for *spherical triangles*.

**Plane Geometry**

\[ a^2 = b^2 + c^2 - 2bc \cos A \]

**Spherical Geometry**

\[ \cos a = \cos b \cos c + \sin b \sin c \cos A \]

**Combination of Two Rotation Operations**

Let us consider the operation which arises when two rotation operations, \( A \) and \( B \), are combined. For the time being, we will consider only combinations of symmetry elements which pertain to a finite, closed cluster of symmetrically related motifs about some point in space. To meet this requirement, the rotation axes must intersect at a common point. (Other arrangements of more than one rotation operation are possible—for example, placing a 4-fold rotation at every lattice point of a square net—but these pertain to an extended, infinite pattern.)

We now ask the question \( B \cdot A = ? \).

Let \( A \) and \( B \) be combined at some angle \( \gamma \). The answer to our question may be obtained by examination of the motion of a motif on the surface of a sphere. Let a sphere be drawn about the point of intersection of the axes. Rotation \( A \) moves motif 1 to 2. Rotation \( B \), acting on motif 2, moves it to 3. All three motifs are of the same "handedness." As rotation does not produce an enantiomorph.
WHAT OPERATION ARISES WHICH RELATES (1) DIRECTLY TO (2)? WE MAY ANSWER THE QUESTION BY THE PROCESS OF ELIMINATION. ONLY 4 OPERATIONS ARE POSSIBLE IN A 3-DIMENSIONAL SPACE: TRANSLATION, REFLECTION, ROTATION, AND INVERSION. REFLECTION AND INVERSION CHANGE "HANDEDNESS" AND WON'T DO THE JOB. TRANSLATION PRODUCES AN OBJECT OF THE SAME "HANDEDNESS", BUT MOTHS (1) AND (3) ARE NOT PARALLEL. MOREOVER, THE DISTANCE BETWEEN (1) AND (3) DEPENDS ON EXACTLY WHERE THE INITIAL MOTIF IS PLACED RELATIVE TO AX. TRANSLATION WON'T WORK EITHER. THEREFORE, BY ELIMINATION, THE THIRD OPERATION MUST BE A ROTATION:

\[ \mathbf{B}_a \cdot \mathbf{A} \times \mathbf{C} = \mathbf{0} \]

WE CAN FIND THE LOCATION OF AXIS C BY FINDING THE SMALL CIRCLE WHICH CONNECTS (1) AND (3) AND PASSING A PERPENDICULAR THROUGH THE CENTER OF THE SPHERE. NOTE THAT IF THE SENSE OF ROTATION OF AX AND B\( _a \) IS THE SAME, AXIS C\( _y \) ALSO AXES IN THE SAME DIRECTION.

TO ANSWER OUR QUESTION QUANTITATIVELY WE NEED TO KNOW THE MAGNITUDE OF \( \gamma \) AND ALSO THE ORIENTATION OF C RELATIVE TO THE FIRST TWO AXES. IN OTHER WORDS,

\[ \mathbf{A} \times \mathbf{C} \]

B\( _a \) FOR AX AND B\( _a \) COMBINED AT A PARTICULAR ANGLE C. WE WISH TO KNOW THE VALUES OF \( \gamma \) AND THE TWO REMAINING INTER-AXIAL ANGLES A AND B.

Clearly, the values of A, B and \( \gamma \) depend on the values selected for \( \alpha, \beta \) and C.

CRYSTALLOGRAPHIC CONSTRAINTS

WE HAVE SHOWN THAT THE PATTERNS OF ATOMS IN CRYSTALS MUST, BY DEFINITION, BE TRANSLATIONALLY PERIODIC, AND THAT ONLY 1-, 2-, 3-, 4-, 5-, AND 6-AXED ROTATION AXES MAY COEXIST WITH A TRANSLATION. ACCORDINGLY, IF WE RESTRICT OUR ATTENTION TO CRYSTALLOGRAPHIC ROTATION AXES, \( \alpha, \beta \) CANNOT BE ANY OLD VALUES, BUT WILL BE RESTRICTED TO THE ANGULAR THROWS OF 1, 2, 3, 4, OR 5. THERE IS NOW A RATHER SEVERE CONSTRAINT, ON THE ANGLE C AT WHICH A AND B ARE COMBINED: \( \gamma \) ALSO CANNOT BE ANY OLD VALUE.

IT MUST BE A SUBMULTIPLE OF 2\( \pi \) AND, IF THE SYMMETRY IS TO BE COMPATIBLE WITH TRANSLATION, MUST ALSO TURN OUT TO BE THE ANGULAR THROW OF EITHER 1, 2, 3, 4, OR 6.

EULER'S CONSTRUCTION

IT IS NOT EXACTLY OBVIOUS HOW ONE OBTAINS \( \alpha, \beta, \gamma \) IN TERMS OF \( \alpha, \beta \) AND C.

THE RELATIONSHIP MAY BE OBTAINED FROM A CONSTRUCTION DUE TO THE MATHEMATICIAN LEONHARD EULER (1707-1783).

1 LOCATION OF THE AXIS C

CONSIDER THE POINTS A AND B WHERE AXES AX AND B\( _a \) EMBRACE FROM THE REFERENCE SPHERE. CONNECT A \& B BY A GREAT CIRCLE. THE LENGTH OF THE ARC AB IS THIS EQUAL TO C, THE ANGLE AT WHICH AX AND B\( _a \) ARE COMBINED.
Construct a great circle through point A which makes a spherical angle $\frac{x}{2}$ with $\overline{AB}$ (i.e., the great circle containing $\overline{AC}$ in the diagram to the left). The action of axis $A$ rotates this great circle through $A$ to a new location $\overline{AC'}$.

Similarly, construct a great circle through point B which makes a spherical angle $\frac{y}{2}$ with $\overline{AB}$ (i.e., the great circle containing $\overline{BC}$). $B$ rotates this great circle through $B$ to a new location $\overline{BC}$.

To find the location of axis $C$, we now invoke our definition of a symmetry element: it is the locus of points left unmoved by an operation. If $C_y = B_y \cdot A_x$, the place where axis $C$ emerges from the sphere must be the point which is left unmoved by the successive rotations $A_x$ and $B_y$. Let us examine the points along great circle $\overline{AC}$ which satisfy this condition. It is obvious is not fulfilled by most points along this locus. (In the diagram above, for example, point $P$ on $\overline{AC}$ is rotated to location $P'$ by $A_x$. The operation $B_y$ does not restore $P$ to its original location, but instead moves it to a new location $P''$.)

The only point in our construction which is restored to its original location by the successive operation of $A_x$ and $B_y$ is point $C$. This is where $C_y$ emerges from the sphere. The lengths of arcs $\overline{AC}$ and $\overline{BC}$ represent the angles which the new axis makes with respect to $A_x$ and $B_y$.

(2) The value of $\gamma$

Next examine how a different point on the sphere is moved. Let us consider point $A_x$. $A_x$ leaves point $A$ unmoved, as it sits smack on the axis $A_x$. $B_y$ moves point $A$ to a new location $A'$.

Connect $B \cdot A'$ with great circle $\overline{B'A'}$. Connect $C \cdot A'$ with great circle $\overline{CA'}$.

Now, $B_y \cdot A_x = C_y$ so $A$ must be related to $A'$ by the operation $C_y$. It therefore follows that spherical angle $\angle ACA' = \gamma$.

Next examine spherical triangles $\triangle ABC$ and $\triangle A'B'C$.

\[ \angle ABC = \angle A'BC = \frac{\gamma}{2} \]
\[ AB = A'B \text{ as they are related by rotation} \]
\[ BC \text{ is common to the two triangles} \}
\[ \therefore \angle ABC = \angle A'BC \text{ as they have two sides and an included angle equal} \]

\[ \therefore \angle ACB = \angle A'C'B = \frac{\gamma}{2} \]

We now have all quantities of interest $\frac{x}{2}$, $\frac{y}{2}$, $\frac{\gamma}{2}$ and the interaxial angles $A$, $B$, $C$ in one spherical triangle.
CAUTIONARY NOTE: The spherical angles in our final triangle are half of the angular theorem of the rotation axes and not the rotation angles themselves.

Quantitative Relation Between Angles

The law of cosines when applied to a spherical triangle with sides $U, V, W$ and angles $U, V, W$ provides:

$$\cos W = \cos U \cos V + \sin U \sin V \cos W$$

Applying this to the spherical triangle of Euler's construction yields:

$$\cos C = \cos a \cos b + \sin a \sin b \cos C$$

with similar equations for $a \neq b$. Each is a lovely equation. Unfortunately, they involve the parameters which we do not know — namely, the unknown interaxial angles $\alpha, \beta, \gamma$, and not the variables which we may select (the crystallographic rotation angles $\alpha, \beta, \gamma$).

We can get around this problem by constructing the polar triangle of $\triangle ABC$, and making use of the fact that an angle in one triangle and the opposite side in the other are supplements.

Applying the law of cosines to the polar triangle provides:

$$\cos (180 - x) = \cos (180 - y) \cos (180 - z) + \sin (180 - x) \sin (180 - y) \cos (180 - z)$$

Noting that $\cos (180 - x) = -\cos x$ and $\sin (180 - y) = \sin y$,

$$-\cos \frac{C}{2} = \cos \frac{x}{2} \cos \frac{y}{2} - \sin \frac{x}{2} \sin \frac{y}{2} \cos C$$

Solving for the cosine of the interaxial angle $C$,

$$\cos C = \frac{\cos \frac{x}{2} \cos \frac{y}{2} + \cos \frac{z}{2}}{\sin \frac{x}{2} \sin \frac{y}{2}}$$

If we pick an axis $A$ with angular throw $\alpha$, and an axis $B$ with angular throw $\beta$, this relation tells us the angle $C$ at which they must be combined in order to have the resulting third axis $C$ produce a desired angle of rotation $\gamma$.

Note that we have not specified the combination of axes until we find the location of the axis $C$ — that is, we still need values for the interaxial angles $\alpha, \beta, \gamma$. These are, upon further application of the law of cosines:

$$\cos b = \frac{\cos \frac{x}{2} \cos \frac{y}{2} + \cos \frac{z}{2}}{\sin \frac{x}{2} \sin \frac{y}{2}}$$

$$\cos a = \frac{\cos \frac{b}{2} \cos \frac{y}{2} + \cos \frac{z}{2}}{\sin \frac{b}{2} \sin \frac{y}{2}}$$

Combinations to be tested: The number of combinations of crystallographic rotation axes 1, 2, 3, 4, 5, 6, without concern for permutations, is provided in the following table:

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11</td>
<td>12</td>
<td>14</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>212</td>
<td>222</td>
<td>224</td>
<td>226</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>222</td>
<td>224</td>
<td>226</td>
<td>228</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td>233</td>
<td>333</td>
<td>334</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td>333</td>
<td>334</td>
<td>336</td>
<td>336</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td>432</td>
<td>432</td>
<td>432</td>
</tr>
</tbody>
</table>

35 combinations are distinct, but 4 of the type 111 are impossible as no rotation followed by no rotation cannot be equivalent to a new rotation. Only a limited number of them remain.

These are:

- 222 322 422 622
- 233 432
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**Derivation of the 32 Crystallographic Point Groups (Crystal Classes)**

<table>
<thead>
<tr>
<th>Arrangement of Rotation Axes</th>
<th>1 $C_1$</th>
<th>2 $C_2$</th>
<th>3 $C_3$</th>
<th>4 $C_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Extender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Horizontal Mirror Plane</strong></td>
<td>$m(-\bar{2})$ $C_s$</td>
<td>$2/m$ $C_{2h}$</td>
<td>$3m = \bar{6}$ $C_{3h}$</td>
<td>$4/m$ $C_{4h}$</td>
</tr>
<tr>
<td>$[C_{nh} \text{ Dnh} \text{ Th} \text{ Oh}]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Vertical Mirror Plane</strong></td>
<td>$[\bar{m} : C_5]$</td>
<td>$m2$ $C_{2v}$</td>
<td>$3m$ $C_{3v}$</td>
<td>$4mm$ $C_{4v}$</td>
</tr>
<tr>
<td>$[C_{nv} \text{ Dnv} \text{ Tv} \text{ Ov}]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagonal Mirror Plane</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$[C_{vd} \text{ Dvd} \text{ Td} \text{ Od}]$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Inversion Center</strong></td>
<td>$[2\overline{m} : C_{2h}]$</td>
<td>$3$ $C_{3i}$</td>
<td>$[3m : C_{4h}]$</td>
<td></td>
</tr>
<tr>
<td>$[C_{ni} \text{ Dni} \text{ Ti} \text{ Oi}]$</td>
<td>$1$ $C_1$</td>
<td></td>
<td>$\frac{3}{m}$ $C_{3i}$</td>
<td></td>
</tr>
</tbody>
</table>

1 already present in $\frac{3}{m}$
<table>
<thead>
<tr>
<th>Arrangement of Rotation Axes</th>
<th>Extender</th>
<th>Horizontal Mirror Plane</th>
<th>Vertical Mirror Plane</th>
<th>Diagonal Mirror Plane</th>
<th>Inversion Center</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6</td>
<td>$C_6$</td>
<td>222</td>
<td>$D_2h$</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>422</td>
<td>$D_4$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal Mirror Plane</td>
<td>6/m</td>
<td>$C_{6h}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6/1111</td>
<td>$C_{6h}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertical Mirror Plane</td>
<td>6/m</td>
<td>$C_{6h}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6/1111</td>
<td>$C_{6h}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagonal Mirror Plane</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>42/m</td>
<td>$D_{2d}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inversion Center</td>
<td>$ar{6}m$</td>
<td>$C_{6h}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3/m</td>
<td>$D_{2d}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3/m</td>
<td>$D_{4d}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4/m</td>
<td>$D_{4h}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- VERTICAL MIRROR PLANE: Already present in $\bar{3}m\bar{2}m\bar{2}m$.
- VERTICAL MIRROR PLANE: Already present in $6/m2$.
- VERTICAL MIRROR PLANE: Already present in $\bar{4}m\bar{2}m\bar{2}m$.
- Possible, but non-crystallographic.
<table>
<thead>
<tr>
<th>Description</th>
<th>Diagrams</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Horizontal Mirror Plane</strong></td>
<td><img src="image1.png" alt="Diagram" /></td>
<td>$\text{D}_6h$ $\frac{3}{m} \overline{3} = m\overline{3}$ $\text{T}_h$ $\frac{4}{m} \overline{3} \frac{3}{m} = m3m \text{ Oh}$</td>
</tr>
<tr>
<td><strong>Vertical Mirror Plane</strong></td>
<td><img src="image2.png" alt="Diagram" /></td>
<td>$\left[ \frac{6}{m} \overline{2} \overline{m} \frac{2}{m} \text{ D}<em>{6h} \right]$ $\left[ \frac{3}{m} \overline{3} \text{ Th} \right]$ $\left[ \frac{4}{m} \overline{3} \frac{2}{m} \text{ Oh} \right]$ $\left[ \frac{1}{m} \overline{2} \overline{m} \text{ Do}</em>{2d} \right]$</td>
</tr>
<tr>
<td><strong>Diagonal Mirror Plane</strong></td>
<td><img src="image3.png" alt="Diagram" /></td>
<td>$\overline{1} \overline{2} \overline{2} \overline{m} \text{ D}_{4d}$ $\overline{4}3\overline{m} \text{ T}_d$</td>
</tr>
<tr>
<td><strong>Inversion Center</strong></td>
<td><img src="image4.png" alt="Diagram" /></td>
<td>$\left[ \frac{6}{m} \overline{2} \overline{m} \frac{2}{m} \text{ D}<em>{6h} \right]$ $\left[ \frac{3}{m} \overline{3} \text{ Th} \right]$ $\left[ \frac{4}{m} \overline{3} \frac{2}{m} \text{ Oh} \right]$ $\left[ \frac{4}{m} \overline{3} \frac{3}{m} \text{ C}</em>{4h} \right]$</td>
</tr>
</tbody>
</table>
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Demonstration that, in Point Group 23, there is only one independent 2-fold axis and one independent 3-fold axis — that is, if one lets this pair of rotational symmetries repeat each other, one obtains all of the remaining axes.

A cube when viewed directly along one of its body diagonals looks like the above. Action of the 3-fold axis therefore repeats 2 to 2' and 2

Result: Starting with just one 2-fold axis and a single 3-fold axis we finish with a 2-fold along each face-normal and a 3-fold axis along every body diagonal.
Summary of the 2-Dimensional Plane Groups in Preparation for Advanced 3.60 Symmetry, Structure, and Tensor Properties of Materials
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DERIVATION OF THE SPACE LATTICES

The point group of a crystal imposes constraints on the lattices with which it may be combined. Specification of a third translation, $T_3$, which is not coplanar with the pair of conjugate translations $T_1$ and $T_2$ which generate a plane net, will define a space lattice. We have seen that the two-dimensional crystallographic point groups (1 2 3 4 6 m 2mm 3m 4mm 6mm) require 5 distinct two-dimensional nets (parallelogram, rectangular, centered-rectangular, square, hexagonal) with which they may be combined to provide 17 two-dimensional plane groups.

Each of the 5 two-dimensional nets provides a potential base with a distinct "specialness" for a space lattice. However, this "specialness" is present if, and only if, there is symmetry present which requires this "specialness". In a three-dimensional lattice this symmetry cannot be confined just to the two-dimensional base of the cell; it extends through all of space. The constraint imposed on the choice of $T_3$ to be combined with a two-dimensional net is accordingly, that symmetry elements present in the plane group which requires specialization of the base of the cell must coincide in subsequent layers of the space lattice. For example, if we pick an arbitrary $T_3$ in combination with plane group $P_2$, the symmetry of the plane group in the base of the cell is destroyed, and translational periodicity which is incompatible with that of the base is also created.

(The text derives the space lattices by stacking plane nets containing only the rotation axes. Although this leads to the correct results, this procedure is incomplete—all 17 plane groups should be considered. Moreover, the procedure is not rigorous. For example, a two-fold axis by itself in a rectangular net does not require the net to be rectangular: a two-fold axis in a centered-rectangular net permits a choice for $T_3$ which is impossible when the full plane system is considered.)

In the following derivation we specify $T_3$ in terms of 3 components: $x$ (a fraction of $T_1$), $y$ (a fraction of $T_3$) and a component $z$ in a direction normal to the plane of the plane group. The possible terminal points of $T_3$ which make symmetry elements line up are circled in the diagrams. These locations are the independent locations which have the same point group as the origin of the cell.

Point Group 1

$T_3$: $xyz$ Triclinic Primitive
Point Group 2

\[
\begin{align*}
T_3 & : 00z \quad \text{Monoclinic Primitive} \\
\frac{1}{2}0z \text{ or } 0\frac{1}{2}z & \quad \text{Monoclinic Side-Centered} \\
\frac{1}{3}z & \quad \text{Monoclinic Body-Centered}
\end{align*}
\]

(Monoclinic side-centered and monoclinic body-centered are not distinct specializations. One may be converted into the other by appropriate redefinition of the parallelogram base, with no loss of specialness.)

Point Group m

\[
\begin{align*}
\text{pm} & \quad \text{ozy Monoclinic Primitive} \\
\text{pg} & \quad \text{(As above, except here "base" of cell is one of the rectangular faces; parallelogram face contains } T_2 \text{ and } T_3) \\
\frac{1}{2}yz & \quad \text{Monoclinic Body-Centered} \\
& \quad \text{(or side-centered)}
\end{align*}
\]

Point Group m

\[
\begin{align*}
\text{cm} & \quad \text{ozy Monoclinic Side-Centered} \\
& \quad \text{(Note that } \frac{1}{2}yz \text{ is no longer distinct--a lattice point exists on both the mirror plane at } x = 0 \\
& \quad \text{and the mirror plane at } x = \frac{1}{2}. \text{ The mirror planes are not independent as in pm.)}
\end{align*}
\]

Point Group 2mm

\[
\begin{align*}
\text{P2mm} & \quad \text{ooz Orthorhombic Primitive} \\
\frac{1}{2}oz \text{ and } 0\frac{1}{2}z & \quad \text{Orthorhombic Side-Centered} \\
\frac{3}{2}z & \quad \text{Orthorhombic Body-Centered}
\end{align*}
\]

(Note that here, unlike the monoclinic system, both the side-centered and the body-centered lattices are distinct. One cannot transform one into the other without degrading the rectangular base to a parallelogram and losing specialization.)
Point Group 2\text{mm}

Orthorhombic Primitive (Note that \( \frac{1}{2}z \) is now the same as this choice: lattice points exist in the base at both 00 and \( \frac{1}{2} \). Both lead to lattice points directly over one another in subsequent nets in the stack.)

\( \frac{1}{4}z \) Orthorhombic Face-Centered (Note that \( 0 \frac{1}{2} z \) is now equivalent to this choice. Both are points of 2\text{mm} symmetry displaced from a lattice point by \( \frac{1}{2} \).)

Point Groups 4 and 4\text{mm}

Tetragonal Primitive

\( \frac{1}{4}z \) Tetragonal Body-Centered

Point Groups 3 and 3\text{m}

Hexagonal Primitive

\( \frac{2}{3}z \) Hexagonal Rhombohedral

(Note: the third 3-fold axis at \( \frac{1}{3} \) is an independent symmetry element in this case, but the choice of \( \frac{2}{3}z \) for \( T_3 \) does not lead to a distinct lattice. Upon rotating the lattices to the left by 180° this choice will be seen to give the same result.)

Point Groups 3\text{m} (alternate setting), 6 and 6\text{mm}

Hexagonal Primitive

(Note that the choice of \( \frac{2}{3}z \) or \( \frac{3}{2}z \) is here impossible. Different symmetry exists at these locations than at the origin.)
The stackings of the 17 plane groups considered above have provided 11 distinct space lattices (it is amusing to note, also, that by so doing we have obtained 32 of the 230 three-dimensional space groups). These are the space lattices required by only 10 of the 32 three-dimensional point groups (namely, those which are also two-dimensional in nature).

We next examine the additional requirements, if any, imposed on space lattices by the remaining 32-10=22 point groups.

1. The requirements of point groups $C_{n} (1, 2, 3, 4, 6)$ and $C_{nv} (2mm, 3m, 4mm$ and $6mm$) have been obtained above by stacking the plane groups.

2. Requirements of $\overline{1}$: The presence of $\overline{1}$ in a lattice requires that for every translation $\overline{T}$ a translation $T$ must exist. This is true of any lattice, so $\overline{1}$ requires only the general triclinic primitive lattice.

The fact that inversion imposes no restriction on a lattice now permits us to use symmetry arguments to shorten the list of point groups which need to be considered further. If inversion imposes no restriction, then any point groups which become the same upon addition of inversion must require the same constraints of the lattice.

e.g.: $2 + \overline{1} = 2/m$. $\overline{1}$ imposes no constraint, so lattices required by 2/m must be identical to those required by 2. (i.e., monoclinic)

Therefore, in deriving the remaining space lattices we need to consider the requirements of the 11 Laue Groups—or, better yet, any simpler representative point group in the collection which becomes the Laue Group upon the addition of inversion.

e.g.: 222, 2mm and 2/m 2/m 2/m all become the Laue Group 2/m 2/m 2/m upon addition of $\overline{1}$. Therefore all require the same lattice types. Rather than consider the higher symmetry of the Laue Group itself, we can instead work with a simpler symmetry such as 222 or 2mm.

<table>
<thead>
<tr>
<th>Point Groups Already Considered by Stacking Plane Groups</th>
<th>Resulting Lattice Types.</th>
<th>Other Point Groups Which Correspond to the Same Laue Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Triclinic Primitive</td>
<td>$\overline{1}$</td>
</tr>
<tr>
<td>2/m</td>
<td>Monoclinic Primitive</td>
<td>2/m</td>
</tr>
<tr>
<td></td>
<td>Monoclinic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Side-Centered</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Body-Centered</td>
<td></td>
</tr>
<tr>
<td>2mm</td>
<td>Orthorhombic Primitive</td>
<td>222, 2/m 2/m 2/m</td>
</tr>
<tr>
<td></td>
<td>Side-Centered</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Body-Centered</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Face-Centered</td>
<td></td>
</tr>
<tr>
<td>Point Groups Already Considered by Stacking Plane Groups</td>
<td>Resulting Lattice Types</td>
<td>Other Point Groups Which Correspond to the Same Laue Group</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>-------------------------</td>
<td>--------------------------------------------------------</td>
</tr>
</tbody>
</table>
| 4
4mm                                                   | Tetragonal Primitive Body-Centered | $\overline{4}$, 4/m
422, $\overline{4}2$m, 4/m 2/m 2/m |
| 3
3ml                                                   | Hexagonal Primitive or Rhombohedral | $\overline{3}$
312, $\overline{3}$ 2/m |
| 31m                                                   | Hexagonal Primitive       | 321, $\overline{3}$ 2/m
3/m,6/m
622, $\overline{6}$ 2/m,6/m 2/m 2/m |

Using this neat device, one sees that the requirements of all remaining $32 - 10 = 22$ point groups have been treated with the exception of the cubic point groups.

If you do not like this shortcut, one can deal with the point groups in the right-hand column on a case-by-case basis.

Example: Point group 4 requires tetragonal primitive or body-centered. 4/m has an additional horizontal m. m requires that a rectangular (or centered rectangular) net be normal to it. This is automatically satisfied by the rectangular sides of the tetragonal lattices.

422 has additional two-fold axes normal to 4. 2 requires only that a parallelogram net be normal to it. The requirements of 2 are thus satisfied if we orient 422 in the tetragonal cells such that the two-fold axes are normal to the rectangular sides of the cell. (The two-fold axes $45^\circ$ away from the sides of the cell find themselves normal to (110), which is also a rectangular net, and thus are also perfectly happy.) Thus 422 may be accommodated in either of the two tetragonal cells.

Requirements of Cubic Point Groups

Laue Group: 4/m 3 2/m corresponding point groups: $\overline{4}2$, 43m, 4/m 3 2/m
Laue Group: 2/m 3 corresponding point groups: 2, 2/m 3

Consider, for simplicity, the two simplest axial arrangements. The others must have the same requirements.

Point Group 23

Start with the three orthogonal two-fold axes. This requires, at minimum, one of the orthogonal brick-shaped orthorhombic cells of 222.

i.e., Primitive
Side-Centered
Body-Centered
Face-Centered
The three-fold axes must be oriented along the body-diagonals and, by rotation, require that the three cell edges be equal.

This leads to Primitive Cubic

\[ \text{Body-Centered Cubic} \]

\[ \text{Face-Centered Cubic} \]

(The side-centered orthorhombic cell also leads to the face-centered cubic lattice as the three-fold axis requires that all faces of the cube be equivalent. Each must accordingly bear a centered lattice point.)

**Point Group 432**

Start with the tetragonal primitive and body-centered cells which, at minimum, are required by one four-fold axis.

The two additional orthogonal four-fold axes now require that all faces of the cell be square and, as above, the three-fold axis requires that all edges and faces be equivalent. The tetragonal P and I lattices thus become

\[ \text{Primitive Cubic} \]

\[ \text{Body-Centered Cubic} \]

At first glance it appears as though 432 does not require a face-centered cubic lattice. There is, however, an alternate setting possible for 432 relative to the tetragonal lattices considered above. Note that the square base of the cell may be redefined as a centered double net which is also square. (The primitive tetragonal lattice thereby becoming base-centered, the body-centered tetragonal lattice becoming face-centered). It may now be readily appreciated that the four-fold axes may also be oriented normal to the faces of these redundant multiple cells, and the three-fold axes along the body diagonal. As above, symmetry requires the lattices to become cubic with all faces equivalent. Both tetragonal lattices thus become [Face-Centered Cubic](#) for this point group setting.

There are thus 14 unique space lattices.
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LATTICE TRANSFORMATIONS

Suppose we have defined a lattice in terms of the usual three non-coplanar translational periodicities \( \vec{a}, \vec{b}, \vec{c} \) (conjugate translations) and now choose instead to define the lattice in terms of a new set \( \vec{a}', \vec{b}', \vec{c}' \). As we use the three translations, the cell edges, as the basis vectors of the coordinate system with respect to which features of the lattice are referred — coordinates of points, directions, planes — the indices used to define these features clearly must change as well. The reciprocal lattice translations will also change. We now consider the problem of obtaining these indices in terms of the original values and the matrix which relates the new lattice vectors to the original choice.

1 Relation between lattices

As lattice points represent rational (integer) coordinates, and the new translation vectors also extend between lattice points, the new translations may be expressed as a linear combination of the original vectors, and the coefficients in the vector sum will be entirely integers if two primitive cells are involved in the transformation.

In the example to the left (in two dimensions) for example:

\[
\begin{align*}
\frac{\vec{a}'}{b'} & = -\vec{a} + \vec{b} \\
\frac{\vec{b}'}{b'} & = -\vec{a} + \vec{b}
\end{align*}
\]

As general:

\[
\begin{align*}
\vec{a}' & = S_{11} \vec{a} + S_{12} \vec{b} + S_{13} \vec{c} \\
\vec{b}' & = S_{21} \vec{a} + S_{22} \vec{b} + S_{23} \vec{c} \\
\vec{c}' & = S_{31} \vec{a} + S_{32} \vec{b} + S_{33} \vec{c}
\end{align*}
\]

Or, more compactly,

\[
\begin{bmatrix}
\begin{array}{c}
\vec{a}' \\
\vec{b}' \\
\vec{c}'
\end{array}
\end{bmatrix} = \begin{bmatrix}
\begin{array}{ccc}
S_{11} & S_{12} & S_{13} \\
S_{21} & S_{22} & S_{23} \\
S_{31} & S_{32} & S_{33}
\end{array}
\end{bmatrix} \begin{bmatrix}
\begin{array}{c}
\vec{a} \\
\vec{b} \\
\vec{c}
\end{array}
\end{bmatrix}
\]

Where \( a_1 \in a, a_2 \in b, a_3 \in c \), etc.

\( [S_{ij}] \) is called the matrix of the transformation.

Examples:

C-centered lattice in terms of primitive cell with diamond base

\[
\begin{align*}
\vec{a}' & = \vec{a} + \vec{b} \\
\vec{b}' & = -\vec{a} + \vec{b} \\
\vec{c}' & = \vec{c}
\end{align*}
\]

\[
[S_{ij}] = \begin{bmatrix}
110 \\
-110 \\
001
\end{bmatrix}
\]

Face-centered cubic in terms of primitive rhombohedral

\[
\begin{align*}
\vec{a}' & = \vec{a} + \vec{b} - \vec{c} \\
\vec{b}' & = -\vec{a} + \vec{b} + \vec{c} \\
\vec{c}' & = \vec{a} - \vec{b} + \vec{c}
\end{align*}
\]

\[
[S_{ij}] = \begin{bmatrix}
-1 & 1 & -1 \\
-1 & 1 & -1 \\
1 & -1 & 1
\end{bmatrix}
\]
Fractional matrix elements $S_{ij}$ may be involved in transformation matrices which express a non-primitive cell in terms of another, or a primitive cell in terms of the translations which define a multiple cell.

Thus far we have talked about matrices which involve going from one description to another of the same lattice. The formalism is also useful, however, in describing substructure — supercell relations (as the translation group of the supercell is a subgroup of the translation group of the ideal structure).

Example: $\text{Pb}_{2}\text{AsS}_{3}$ — a superstructure which we studied a few years ago in which the three metal species order among the cation positions in the rock-salt structure type to give a monoclinic pseudo-orthonormal supercell.

\[
\begin{align*}
&\begin{bmatrix} a' \\ b' \\ c' \end{bmatrix} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} + \begin{bmatrix} a \\ b \\ c \end{bmatrix} \\
&\begin{bmatrix} a' \\ b' \\ c' \end{bmatrix} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} + \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\end{align*}
\]

\[
[S_{ij}] = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

\text{(Note the appearance of non-integers as the original cell was non-primitive)}

The reverse transformation

\[
[S_{ij}]^{-1} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\]

we can write, in terms of matrix algebra:

\[
[S_{ij}]^{-1} = \begin{bmatrix} a' \\ b' \\ c' \end{bmatrix}
\]

where $[S_{ij}]^{-1}$ is the inverse of the matrix $[S_{ij}]$.

Let us evaluate $[S_{ij}]^{-1}$ in order to review a few definitions and the method for evaluation of determinants.

If

\[
\begin{align*}
&\begin{bmatrix} a' \\ b' \\ c' \end{bmatrix} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} + \begin{bmatrix} a \\ b \\ c \end{bmatrix} \\
&\begin{bmatrix} a' \\ b' \\ c' \end{bmatrix} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} + \begin{bmatrix} a \\ b \\ c \end{bmatrix}
\end{align*}
\]

Kramers' Rule states that each of the original variables $(a, b, c)$ may be written as the ratio of two $3 \times 3$ determinants: the denominator is the determinant $|S_{ij}|$, the numerator is the determinant of the array $S_{ij}$ but in which the column in which the desired variable appears is replaced by $a$, $b$, $c$.

Example:

\[
\begin{vmatrix}
S_{11} & S_{12} & S_{13} \\
S_{21} & S_{22} & S_{23} \\
S_{31} & S_{32} & S_{33}
\end{vmatrix}
\]

The rule for expanding a determinant is that $|S_{ij}|$ is the product of the three elements in any row or column times the $2 \times 2$ determinant which remains upon deleting the row and column in which the corresponding element is situated, times $(-1)^{i+j}$, equivalent to starting with $+$ in any corner of the array and changing sign $+$, $-$, $+$, $-$, $+$, $-$, $+$, $-$ upon skipping along any row or column — i.e., $\left[ \begin{array}{ccc} 1 & - & + \\ - & + & - \\ + & - & + \end{array} \right]$.
Expanding \( |S_{ij}| \) as an example:

\[
|S_{ij}| = (-1)^{i+j} S_{i1} S_{j2} - S_{i2} S_{j1} + (-1)^{i+j+1} S_{i1} S_{j3} - S_{i3} S_{j1} + (-1)^{i+j+2} S_{i2} S_{j3} - S_{i3} S_{j2}
\]

Expanding the 2x2 determinants according to the same rule gives

\[
|S_{ij}| = S_{ii} (S_{i2} S_{j3} - S_{i3} S_{j2}) - S_{i2} (S_{i1} S_{j3} - S_{i3} S_{j1}) + S_{i3} (S_{i1} S_{j2} - S_{i2} S_{j1})
\]

The cofactor of an element \( S_{ij} \) is defined as \((-1)^{i+j}\) times the 2x2 determinant which remains upon deleting the row and column in which the element appears. Thus, the first equation for the expansion may be written

\[
|S_{ij}| = S_{ii} \text{ Cof } S_{i1} + S_{i2} \text{ Cof } S_{i2} + S_{i3} \text{ Cof } S_{i3} = S_{ii} \text{ Cof } S_{i1} + S_{i2} \text{ Cof } S_{i2} + S_{i3} \text{ Cof } S_{i3}
\]

Etc.

Returning to our expression for \( a \) as a function of the ratio of two determinants, and expanding the numerator gives

\[
a = \left\{ a' \text{ Cof } S_{i1} + b' \text{ Cof } S_{i2} + c' \text{ Cof } S_{i3} \right\} \frac{1}{|S_{ij}|}
\]

As the coefficients modifying the terms \( a', b', c' \) are, by definition, the desired elements of the inverse matrix, we have shown that

\[
S_{ii}^{-1} = \frac{\text{ Cof } S_{i1}}{|S_{ij}|} \quad S_{ij}^{-1} = \frac{\text{ Cof } S_{i2}}{|S_{ij}|} \quad S_{ij}^{-1} = \frac{\text{ Cof } S_{i3}}{|S_{ij}|}
\]

Or, in general,

\[
S_{ij}^{-1} = \frac{\text{ Cof } S_{ij}}{|S_{ij}|}
\]

which is to say that if you want the element of the inverse matrix which sits here

\[
[S_{ij}^{-1}] = \begin{bmatrix} \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\ \vdots & \vdots & \vdots \\
\end{bmatrix}
\]

Then you go after the cofactor of the term in the matrix \([S_{ij}]\) which sits here.

Relation between volume of two cells

If \([a_{ij}] = [S_{ij}] \cdot [a_{ij}]\)

Then \(V' = |S_{ij}| \cdot V\)

where \(V'\) and \(V\) are the volumes of the new and old unit cells, respectively.

We will not bother to prove this relation. The result may be demonstrated straightforwardly by writing \(V' = a' \cdot b' \cdot c'\), expressing \(a', b', c'\) in terms of \(a, b, c\) using the matrix of the transformation, and showing that the resulting collection of elements \(S_{ij}\) is equivalent to \(|S| \cdot a \cdot b \cdot c\).
Recall that, in a stack of translation-equivalent lattice planes with Miller indices \((hkl)\), the first plane from the origin intercepts \(\alpha', \beta', \) and \(\gamma'\) for \(\alpha, \beta, \gamma\) respectively.

Stated in a different way, since all planes are equivalent from each other, a stack of planes with indices \((hkl)\) divides the translation \(\alpha'\) into \(h'\) intervals, \(\beta'\) into \(k'\) and \(\gamma'\) into \(l'\). We may thus determine the new index \(h'\) appropriate to the new axes \(\alpha'\) by enumerating the number of intervals into which our stack of planes divides \(\alpha'\).

Suppose \(\alpha'\) is defined by a step \(s_{11} \overrightarrow{a}\) along \(\alpha\), a step \(s_{12} \overrightarrow{b}\) along \(\beta\) and \(s_{13} \overrightarrow{c}\) along \(\gamma\).

If the planes divide \(\alpha\) into \(h\) parts, they divide \(s_{11} \overrightarrow{a}\) translations into \(s_{11} h\) parts and also intercept \(\alpha'\) as \(s_{11} h\) intervals to this point (see diagram). Similarly, the planes divide the \(s_{12} \overrightarrow{b}\) into \(s_{12} k\) parts and also intercept \(\alpha'\) in \(s_{13} \overrightarrow{c}\) intervals. Using a similar argument for a step of \(s_{13} \overrightarrow{c}\) along \(\gamma\), one finds that \(\alpha'\) is cut into \(s_{11} h + s_{12} k + s_{13} l\) parts and thus

\[
\alpha' = \frac{s_{11} h + s_{12} k + s_{13} l}{V}
\]

Similarly, \(\beta' = \frac{s_{21} h + s_{22} k + s_{23} l}{V}\) and \(\gamma' = \frac{s_{31} h + s_{32} k + s_{33} l}{V}\)

That is, Miller indices of planes \((hkl)\) transform according to the same relations as do lattice translations.

3 Transformation of Reciprocal Axes

The reciprocal lattice translation \(\alpha^*\) is defined by

\[
\alpha^* = \frac{b \times c}{V}
\]

So

\[
\alpha^* = \frac{b' \times c'}{V} = \frac{b' \times c'}{|s_{ij}| V}
\]

\[
= \frac{1}{|s_{ij}| V} \left[ \left( s_{21} \overrightarrow{a} + s_{22} \overrightarrow{b} + s_{23} \overrightarrow{c} \right) \times \left( s_{31} \overrightarrow{a} + s_{32} \overrightarrow{b} + s_{33} \overrightarrow{c} \right) \right]
\]

\[
= \frac{1}{|s_{ij}| V} \left[ s_{21} s_{31} \overrightarrow{a} \times \overrightarrow{a} + s_{21} s_{32} \overrightarrow{a} \times \overrightarrow{b} + s_{21} s_{33} \overrightarrow{a} \times \overrightarrow{c} + s_{22} s_{31} \overrightarrow{b} \times \overrightarrow{a} + s_{22} s_{32} \overrightarrow{b} \times \overrightarrow{b} + s_{22} s_{33} \overrightarrow{b} \times \overrightarrow{c} + s_{23} s_{31} \overrightarrow{c} \times \overrightarrow{a} + s_{23} s_{32} \overrightarrow{c} \times \overrightarrow{b} + s_{23} s_{33} \overrightarrow{c} \times \overrightarrow{c} \right]
\]

Rearranging, and noting \(\overrightarrow{a}_1 \times \overrightarrow{b}_1 = -\overrightarrow{b}_1 \times \overrightarrow{a}_1\),

\[
= \frac{1}{|s_{ij}|} \left\{ (s_{22} s_{33} - s_{23} s_{32}) \frac{b \times c}{V} + (s_{23} s_{31} - s_{21} s_{33}) \frac{c \times a}{V} + (s_{21} s_{32} - s_{22} s_{31}) \frac{a \times b}{V} \right\}
\]
\[
\tilde{a}^{*} = \left( \frac{S_{22}S_{33} - S_{23}S_{32}}{1S_{13}} \right) \tilde{a}^{*} - \left( \frac{S_{21}S_{33} - S_{23}S_{31}}{1S_{12}} \right) \tilde{b}^{*} + \left( \frac{S_{21}S_{32} - S_{22}S_{31}}{1S_{12}} \right) \tilde{c}^{*}
\]

This combination of elements is \( \text{Cof } S_{12} \)

\[
\tilde{a}^{*} = \frac{\text{Cof } S_{11} \tilde{a}^{*}}{1S_{13}} + \frac{\text{Cof } S_{12} \tilde{b}^{*}}{1S_{13}} + \frac{\text{Cof } S_{12} \tilde{c}^{*}}{1S_{13}}
\]

or, in general,

\[
[a^{*'}] = \left[ \frac{\text{Cof } S_{11}}{1S_{13}} \right] [a^{*}]
\]

This looks suspiciously like the inverse of the matrix \( [S_{ij}] \), but it's not! — the subscripts are in the wrong order. [That is, to find the element \( S_{ij}^{-1} \), we evaluate the cofactor of \( S_{ji} \). Here we put the cofactor \( \tilde{a}^{*} \) directly in the \( ij \) slot.] The matrix relating \( [a^{*'}] \) to \( [a^{*}] \) is thus the inverse matrix \( [S_{ji}]^{-1} \) with rows and columns interchanged.

A matrix so transformed is said to be the transpose and is written \( \sim [a_{ji}] \).

Thus

\[
[a^{*'}] = [S_{ji}]^{-1} [a^{*}]
\]

That is, reciprocal lattice translations transform as the transpose of the inverse of the matrix of the transformation.

Practical Notes:

(a) Is the order important? That is, is the transpose of the inverse the same as the inverse of the transpose? Sure. Doesn't matter whether we transpose first and then evaluate the cofactor of the transposed element or evaluate the cofactor of the transposed element and then transpose the result.

(b) If one can write the new axes as a vector sum of the original axes according to \( [a_{ji}] = [T_{ij}] [a_{ij}] \) to initiate the whole business, one could just as easily write the old axes in terms of the new — that is, \( [a_{ij}] = [T_{ij}]^{-1} \). By inspection. Clearly then, \( [T_{ij}] \) is \( [S_{ij}]^{-1} \) directly, and \( [T_{ij}]^{-1} \) gives directly the relation between \( a_{ij}^{*'} \) and \( a_{ij}^{*} \) without the bother of evaluating the inverse of \( [S_{ij}] \). Clearly, to inverse is worse than transpose, one knows.
Transformation of Coordinates

Coordinates of a point within the unit cell \( x', y', z' \) may be considered as the components \( x \hat{a}, y \hat{b}, z \hat{c} \) of a vector from the origin to the location:

\[
\vec{r} = x \hat{a} + y \hat{b} + z \hat{c}
\]

In the new coordinate system, one must write:

\[
\vec{r} = x' \hat{a'} + y' \hat{b'} + z' \hat{c'}
\]

If \( \vec{r} = x \hat{a} + y \hat{b} + z \hat{c} \)

\[
\begin{align*}
\hat{a'} &= S_{11} \hat{a} + S_{12} \hat{b} + S_{13} \hat{c} \\
\hat{b'} &= S_{21} \hat{a} + S_{22} \hat{b} + S_{23} \hat{c} \\
\hat{c'} &= S_{31} \hat{a} + S_{32} \hat{b} + S_{33} \hat{c}
\end{align*}
\]

where \( S_{ij} \) is the element \( a_{ij} \) in the inverse of the matrix of the transformation.

Substituting, \( \vec{r} = x (S_{11} \hat{a} + S_{12} \hat{b} + S_{13} \hat{c}) + y (S_{21} \hat{a} + S_{22} \hat{b} + S_{23} \hat{c}) + z (S_{31} \hat{a} + S_{32} \hat{b} + S_{33} \hat{c}) \)

\[
= (S_{11} x + S_{21} y + S_{31} z) \hat{a} + (S_{12} x + S_{22} y + S_{32} z) \hat{b} + (S_{13} x + S_{23} y + S_{33} z) \hat{c}
\]

Thus \( \vec{r} = x' \hat{a'} + y' \hat{b'} + z' \hat{c'} \)

from which, comparing terms,

\[
\begin{align*}
x' &= S_{11} x + S_{21} y + S_{31} z \\
y' &= S_{12} x + S_{22} y + S_{32} z \\
z' &= S_{13} x + S_{23} y + S_{33} z
\end{align*}
\]

or

\[
\begin{align*}
[x'] &= [S_{ij}^{-1}] [x]_3 \\
[x'] &= [\tilde{S}_{ij}] [x]_3
\end{align*}
\]

Atomic coordinates transform according to the same relation as do reciprocal lattice translations—i.e., the transpose of the inverse of the matrix of the transformation.

Summary

\[
\begin{align*}
[a'] &= [S_{ij}] [a]_3 \\
h' &= [S_{ij}] [h]_3 \\
[a'] &= [\tilde{S}_{ij}]^{-1} [a]_3 \\
x' &= [\tilde{S}_{ij}]^{-1} [x]_3 \\
[a'] &= [T_{ij}] [a]_3 \\
h' &= [T_{ij}] [h]_3 \\
[a'] &= [\tilde{T}_{ij}] [a]_3 \\
x' &= [\tilde{T}_{ij}] [x]_3
\end{align*}
\]

or if one writes directly

\[
\begin{align*}
[x'] &= [\tilde{S}_{ij}] [x]_3 \\
[x'] &= [\tilde{T}_{ij}] [x]_3
\end{align*}
\]
### Distribution of Lattice Types and Point Groups Among the Crystal Systems

<table>
<thead>
<tr>
<th>System (6)</th>
<th>Lattices (14)</th>
<th>Point Groups (32)</th>
<th>Laue Group (11)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Triclinic</strong></td>
<td>Primitive</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$a \neq b \neq c$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha \neq \beta \neq \gamma$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monoclinic</strong></td>
<td>Primitive</td>
<td>2</td>
<td>2/m</td>
</tr>
<tr>
<td>$a \neq b = c$</td>
<td>Side-centered = Body cent.</td>
<td></td>
<td>2/m</td>
</tr>
<tr>
<td>$\alpha = \beta = \gamma = 90^\circ$</td>
<td>Face-centered</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Orthorhombic</strong></td>
<td>Primitive</td>
<td>222</td>
<td>2/m 2/m 2/m</td>
</tr>
<tr>
<td>$a \neq b \neq c$</td>
<td>Side-centered</td>
<td></td>
<td>2/m 2/m 2/m</td>
</tr>
<tr>
<td>$\alpha = \beta = \gamma = 90^\circ$</td>
<td>Body-centered</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Tetragonal</strong></td>
<td>Primitive</td>
<td>4</td>
<td>4/m</td>
</tr>
<tr>
<td>$a \equiv a_2 \neq c$</td>
<td>Body-centered</td>
<td></td>
<td>4/m</td>
</tr>
<tr>
<td>$\alpha = \beta = \gamma = 90^\circ$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hexagonal</strong></td>
<td>Primitive (only)</td>
<td>6</td>
<td>6/m</td>
</tr>
<tr>
<td>$a \equiv a_2 \neq c$</td>
<td></td>
<td></td>
<td>6/m</td>
</tr>
<tr>
<td>$\alpha = \beta = \gamma = 120^\circ$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Rhombohedral or Tetragonal</strong></td>
<td>(or) Rhombohedral</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$a_1 = a_2 \equiv a_3$</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>$\alpha_1 = \alpha_2 = \alpha_3$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Isometric or Cubic</strong></td>
<td>Primitive</td>
<td>23</td>
<td>2/m 3</td>
</tr>
<tr>
<td>$a_1 \equiv a_2 \equiv a_3$</td>
<td>Body-centered</td>
<td></td>
<td>2/m 3</td>
</tr>
<tr>
<td>$\alpha = \beta = \gamma = 90^\circ$</td>
<td>Face-centered</td>
<td></td>
<td></td>
</tr>
<tr>
<td>****</td>
<td></td>
<td>432</td>
<td>4/m 3 2/m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4/m 3 2/m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure removed for copyright reasons.

3.60 Symmetry, Structure and Tensor Properties of Materials

In this introductory lecture we will use some simple electrostatic principles, with which you are very familiar, plus some straightforward geometry to introduce some fundamental features of the crystalline state — the appearance of symmetry in low-energy structures, the concept of periodicity and a lattice and, finally, some simple geometry that will lead you to some powerful and non-intuitive results for the prediction of likely structures.

The limitation on these considerations is that the predictive power is limited to ionic structures in which the cohesive force that holds the atoms together is purely Coulombic. (Structures held together by metallic or covalent bonds are much more complex.)

The features of Coulombic interaction that make the present considerations possible is that outside the distribution of charge on the ion the net charge may be treated as a point at the center of the ion. The interactions are thus central forces acting through the ion centers, and the force is independent of direction. A low energy structure thus becomes a problem in efficient packing of the ions.
# Radius Ratio & Coordination Number

1. **Restrictions Imposed by the Coordination Number of Atom A**

- **$C_{NA} = 1$**
  
  ![Diagram for $C_{NA} = 1$]

  \[ \frac{R_A}{R_B} = 0 \rightarrow \infty \]

- **$C_{NA} = 2$**
  
  ![Diagram for $C_{NA} = 2$]

  \[ \frac{R_A}{R_B} = 0 \rightarrow \infty \]

- **$C_{NA} = 3$**
  
  ![Diagram for $C_{NA} = 3$]

  \[ \frac{R_A}{R_B} = 0.155 \rightarrow \infty \]

  \[ \frac{R_A + R_B}{R_B} = \frac{2}{\sqrt{3}} \]

  \[ \frac{R_A}{R_B} = \frac{2}{\sqrt{3}} - 1 \]

  \[ = 0.155 \]

- **$C_{NA} = 4$**
  
  ![Diagram for $C_{NA} = 4$]

  \[ \frac{R_A}{R_B} = 0.225 \rightarrow \infty \]

  \[ \frac{R_A + R_B}{R_B} = \frac{\sqrt{3}}{2} \]

  \[ \frac{R_A}{R_B} = \frac{\sqrt{3}}{2} - 1 \]

  \[ = 0.225 \]
\[ C_{N_A} = 6 \]

\[ \frac{R_{A} + R_{B}}{R_{B}} = \sqrt{2} - 1 \]

\[ \frac{R_{A}}{R_{B}} = 0.414 \rightarrow \infty \]

\[ C_{N_A} = 8 \]

\[ \frac{R_{A} + R_{B}}{R_{B}} = \sqrt{3} - 1 \]

\[ \frac{R_{A}}{R_{B}} = 0.732 \rightarrow \infty \]

\[ C_{N_A} = 12 \]

\[ \frac{R_{A} + R_{B}}{2R_{B}} = 1 \]

\[ \frac{R_{A}}{R_{B}} = 2 - 1 = 1.0 \rightarrow \infty \]
2. Restrictions imposed by the coordination number of atom B.

Results are the same as those obtained above if we interchange the labeling of the atoms. If this is done, however, the radius ratio restrictions will be in terms of \( R_B/R_A \).

To express all results in terms of \( R_A/R_B \), we therefore take the reciprocals of the numbers obtained above.

<table>
<thead>
<tr>
<th>CNB</th>
<th>( R_B/R_A )</th>
<th>( R_A/R_B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>8 ( \rightarrow ) 0</td>
<td>10 ( \rightarrow ) 8</td>
</tr>
<tr>
<td>2</td>
<td>8 ( \rightarrow ) 0</td>
<td>10 ( \rightarrow ) 8</td>
</tr>
<tr>
<td>3</td>
<td>8 ( \rightarrow ) 0.155</td>
<td>10 ( \rightarrow ) 6.45</td>
</tr>
<tr>
<td>4</td>
<td>8 ( \rightarrow ) 0.225</td>
<td>10 ( \rightarrow ) 4.44</td>
</tr>
<tr>
<td>6</td>
<td>8 ( \rightarrow ) 0.414</td>
<td>10 ( \rightarrow ) 2.41</td>
</tr>
<tr>
<td>8</td>
<td>8 ( \rightarrow ) 0.732</td>
<td>10 ( \rightarrow ) 1.37</td>
</tr>
<tr>
<td>12</td>
<td>8 ( \rightarrow ) 1.0</td>
<td>10 ( \rightarrow ) 1.0</td>
</tr>
</tbody>
</table>
RELATION BETWEEN COMPOSITION AND COORDINATION NUMBER

We will consider very simple binary compounds in which:
1) There is only one type of A ion and one type of B ion and
2) A is coordinated only by B and vice versa

Let A be surrounded by a number of B neighbors that is equal to CNA

Let B be surrounded by a number of A neighbors equal to CNB

If we consider the basic unit of the structure to be a "bond" then the composition associated with this unit will be

\[ \frac{A}{CNA} \frac{B}{CNB} \]

Fractional subscripts on a chemical formula are ugly - so let's multiply by the integer CNA \* CNB to get

\[ A_{CNB} B_{CNA} \]

Therefore, subject to the above assumptions, in a compound of composition \( A_n B_m \), the coordination numbers are in ratio

\[ CNA : CNB = n : m \]
3. Restrictions on radius ratio ranges for compounds.
For any compound A\textsubscript{n}B\textsubscript{m} the ratio of coordination numbers C\textsubscript{nA}/C\textsubscript{nB} = m/n. Making use of the above results:

**AB Compounds**

\[
\frac{C_{nA}}{C_{nB}} = 1:1 \quad \frac{R_{A}}{R_{B}} = 0 \rightarrow \infty
\]

2:2 \quad \frac{R_{A}}{R_{B}} = 0 \rightarrow \infty

3:3 \quad 1.55 \rightarrow 6.45 \quad \text{Ag: ZnS}

4:4 \quad 2.25 \rightarrow 4.44 \quad \text{Ag: ZnS}

6:6 \quad 4.14 \rightarrow 2.41 \quad \text{Ag: NaCl}

8:8 \quad 7.32 \rightarrow 1.37 \quad \text{Ag: CsCl}

12:12 \quad 1 \rightarrow 1

**AB\textsubscript{2} Compounds**

\[
\frac{C_{nA}}{C_{nB}} = 2:1 \quad \frac{R_{A}}{R_{B}} = 0 \rightarrow \infty
\]

4:2 \quad 2.25 \rightarrow \infty \quad \text{Ag: SiO\textsubscript{2}}

6:3 \quad 4.14 \rightarrow 6.45 \quad \text{Ag: TiO\textsubscript{2}}

8:4 \quad 7.32 \rightarrow 4.44 \quad \text{Ag: CaF\textsubscript{2}}

12:6 \quad 1 \rightarrow 2.41

**A\textsubscript{2}B Compounds**

\[
\frac{C_{nA}}{C_{nB}} = 1:2 \quad 0 \rightarrow \infty
\]

2:4 \quad 0 \rightarrow 4.44 \quad \text{Ag: Cu\textsubscript{2}O}

3:6 \quad 1.55 \rightarrow 2.41

4:8 \quad 2.25 \rightarrow 1.37 \quad \text{Ag: Li\textsubscript{2}O}

6:12 \quad 4.14 \rightarrow 1.0

**A\textsubscript{2}B\textsubscript{3} Compounds**

\[
\frac{C_{nA}}{C_{nB}} = 3:2 \quad 0 \rightarrow \infty
\]

6:4 \quad 4.14 \rightarrow 4.44 \quad \text{Ag: Al\textsubscript{2}O\textsubscript{3}}

12:8 \quad 1 \rightarrow 1.37
Is the notion of a "radius" of an ion meaningful? Not really! Atoms and ions are fuzzy balls of probability density of their electrons. There are shells and lobes present that are specified by the wave functions. Something that is accessible to measurement by experiment are interatomic distances using diffraction techniques.

Atomic positions in a crystal may be measured quite accurately — to about one part in 10,000. If the locations of the atoms are fixed by symmetry, the interatomic distances (e.g., one-half of a cell edge) have the same precision as the measurement of the dimensions of the lattice. These may be measured even more accurately; one part in 200,000 or $0.2 \times 10^{-6}$ (thermal expansion?)

The interionic distance, then, measured experimentally, may be taken as equal to the sum of the radii of the two ions involved in the interaction.

Let's see how we might extract a system of radii, using the alkali halides as an example:

\[
\begin{align*}
\text{NaCl} & \quad R_{\text{Na}^+} + R_{\text{Cl}^-} = a/2 \\
\text{KCl} & \quad R_{\text{K}^+} + R_{\text{Cl}^-} = a/2 \\
\text{NaBr} & \quad R_{\text{Na}^+} + R_{\text{Br}^-} = a/2
\end{align*}
\]

We can't do it!
Extraction of Ionic Radii from Sets of Data for Interionic Distances

We cannot perform this exercise without knowing the radius of at least one species — we will always have one more unknown radius than experimental observations (note that having a Cl-Cl distance and setting RCl equal to half the separation, or a Na-Na distance in elemental Na, won't work! This interaction will be a covalent or metallic bond which involves atomic separations that are quite different than those in an ionic bond.)

Early Attempts to Establish an Initial Radius

1) Anion-Anion Distances in Lithium Halides (Landé, 1920)

We illustrate this approach with more recent data for some compounds with the rock salt structure

<table>
<thead>
<tr>
<th></th>
<th>Anion-Anion Distance (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgO</td>
<td>2.10</td>
</tr>
<tr>
<td>MgS</td>
<td>2.60</td>
</tr>
<tr>
<td>MgSe</td>
<td>2.73</td>
</tr>
<tr>
<td>MnO</td>
<td>2.24</td>
</tr>
<tr>
<td>MnS</td>
<td>2.59</td>
</tr>
<tr>
<td>MnSe</td>
<td>2.73</td>
</tr>
</tbody>
</table>

From these data we would say that the radius for $S^{2-}$ is 0.50 Å greater than that for $O^{2-}$ (whatever that might be!) and $Se^{2-}$ is 0.13 Å greater than $S^{2-}$. Also $Mn^{2+}$ is 0.14 Å larger than $Mg^{2+}$.

But why are the Anion-Cation Distances the same for MgSe and MnSe? ??!!

The anions must be in contact!
Attempts to establish an initial radius to permit separation of interionic distances into a set of self-consistent ionic radii.

(b) Dimensions of the $\text{SiO}_4^4-$ tetrahedron in silicates. Early use of X-rays to determine the atomic arrangements in silicates revealed a tightly-bonded (charges of +4 and -2 and a small interionic distance!) tetrahedron whose size and shape varied very little from structure to structure.

Bragg (1927) suggested that this is because the strong bond and small $\text{Si}^{4+}$ have pulled the oxygen ions into contact.

Therefore, the radius of $\text{O}^{2-}$ is 1.35 Å (actually, the $\text{Si}^{4+}-\text{O}$ bond is only about 50% ionic. However, this value is not too bad!—see radius tables.)

(c) Polarizability and index of refraction

Discovery of some property that was a function of ionic radius would, in combination with a set of interionic distances, would allow one to extract a set of ionic radii.

Two charges $+q$ and $-q$ equal in magnitude but opposite in sign separated by a distance $d$ define a dipole moment $\vec{P} = 19.1 \text{ D}$. 
There are many problems in electromagnetism in which $q$ and $d$ appear as a combined quantity and, moreover, have a vector quality. If we define $\mathbf{d}$ as pointing from the $\Theta$ charge to the $\Theta$ charge.

For example, a dipole moment in an electric field $\mathbf{E}$ experiences a torque $\tau = \mathbf{p} \cdot \mathbf{E} = q \mathbf{E} \sin \theta = \mathbf{p} \times \mathbf{E}$.

In atomic systems, dipole moments can be either permanent or induced as an electric field acting on an atom will pull the electrons and the nucleus in opposite directions.

Let's set up a very simple model for the dipole moment induced by the action of an electric field $\mathbf{E}$ on an atom, and see what it provides.

The action of the field will create a dipole moment $\mathbf{p} = z \mathbf{e} \mathbf{d}$ that is proportional to the applied electric field $\mathbf{E}$.

$$\mathbf{p} \propto \mathbf{E} = \alpha \mathbf{E}$$

---

**Electronic Polarizability**
(An advance notice of things to come in the near future: \( \vec{P} \) is a vector, \( \vec{E} \) is a vector, but there is no reason why \( \vec{P} \) must be exactly parallel to \( \vec{E} \! \) ! The polarizability, therefore, need not be a scalar number, but instead, something called a Tensor!

Let us further assume that the density of electrons is uniform (a very unrealistic assumption!) and extends out to a radius \( R \) that includes a total of \( Ze \) charge. We will further assume that the distribution of electrons displaces a distance \( \delta \) relative to the nucleus but does not deform — it remains a sphere of radius \( R \). (The reasons for these drastic assumptions will appear in the development that follows!)

Upon application of an electric field

\[
\begin{align*}
-2e & \quad \text{No field} \\
+2e & \quad \vec{E}
\end{align*}
\]

The electric field \( \vec{E} \) will pull the nucleus to the right with a force \( -Ze \vec{E} \) and pull the sphere of electrons to the left with a force \( -Ze \vec{E} \). The center of the electron distribution will, therefore, be displaced by a distance \( \delta \) until the attraction between the sphere of electrons and the nucleus just balances the force exerted by the electric field, \( \vec{E} \).

We now employ two results of electromagnetism that greatly simplify this problem.

(a) A charge moving within a uniform shell of charge experiences zero force anywhere within that shell.

The restoring force that balances the effect of the applied field \( \vec{E} \) is thus the attraction between the nucleus, charge \( Ze \) and the charge \( Q \) that is contained within
A sphere of radius $d$ about the center of the sphere of electrons, $Q$ is thus provided by the ratio of the volume of the sphere of radius $d$, $\frac{4}{3}\pi d^3$, to that of the total volume of the distribution of electrons $\frac{4}{3}\pi R^3$.

$$Q = \frac{\frac{4}{3}\pi d^3}{\frac{4}{3}\pi R^3} \cdot 2e = \frac{d^3}{R^3} 2e$$

We now employ two features of electromagnetic theory to compute the dipole moment and ionic polarizability of the atom:

(a) A charged placed inside of a uniformly charged spherical shell experiences no force at any position within the shell.

(b) Electrostatic force exerted by a distribution of charge is the same as that exerted by a point charge at the center of the distribution for locations outside of the distribution.

The force that acts to balance the separation of the nucleus and sphere of electrons is thus the force between a charge $+2e$ and charge $-Q$ separated by $d$. Equating this to the force exerted by the electric field $\mathbf{E}$

$$2e \mathbf{E} = \frac{1}{4\pi \varepsilon_0} \frac{(2e)Q}{d^2} = \frac{1}{4\pi \varepsilon_0} \frac{(2e)(2e) \frac{d^3}{R^3}}{d^2}$$

$$\mathbf{E} = \frac{(2e)d}{4\pi \varepsilon_0 R^3} \quad \text{so that} \quad d = \frac{4\pi \varepsilon_0 R^3}{2e} \mathbf{E}$$

Computing the dipole moment

$$p = 2e \cdot d = 2e \cdot \frac{4\pi \varepsilon_0 R^3}{2e} \mathbf{E} \equiv \alpha \mathbf{E}$$

We note that the dipole moment indeed turns out to be proportional to $\mathbf{E}$ and the polarizability $\alpha$ is

$$\alpha = \frac{4\pi \varepsilon_0 R^3}{\varepsilon_0} \quad \alpha \text{ is proportional to the volume of the atom}.$$
Electronic polarizability \( \alpha \) is related, in turn, to the index of refraction, \( n \), of a material by the Lorentz-Lorenz equation

\[
\frac{n^2 - 1}{n^2 + 2} = \frac{4 \pi}{3} \sum N_i \alpha_i \quad \text{where } N_i \text{ is the number per unit volume of species } i \text{ or, in another form}
\]

\[
\frac{M}{\rho} \frac{n^2 - 1}{n^2 + 2} = \frac{4 \pi}{3} L \alpha \quad \text{where } \begin{cases} 
M = \text{molec. wt} \\
\rho = \text{density} \\
L = \text{Avogadro's number} \\
\alpha = \text{polarizability per "molecule"}
\end{cases}
\]

The dielectric constant, \( \varepsilon \), of a material is related to index of refraction \( n \) by

\[ \varepsilon = n^2 \]

The above relations may, therefore, be written in terms of \( \varepsilon \) (upon which they become known as the Clausius-Mossotti equations).

A set of electronic polarizabilities for ions has been established for a number of species by Tessman, Kahn, and Shockley (Phys. Rev. 92 890 (1953)).
# Table of Ionic Radii (Å)

<table>
<thead>
<tr>
<th>Ion</th>
<th>G</th>
<th>P</th>
<th>A</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC</td>
<td>+3</td>
<td>1.18</td>
<td>1.11</td>
<td></td>
</tr>
<tr>
<td>Ag</td>
<td>+1</td>
<td>1.13</td>
<td>1.26</td>
<td>1.26</td>
</tr>
<tr>
<td></td>
<td>+2</td>
<td>0.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>+3</td>
<td>0.57</td>
<td>0.51</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td>1.04</td>
<td>0.92</td>
<td>0.89</td>
</tr>
<tr>
<td>As</td>
<td>+3</td>
<td>0.58</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>+5</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>At</td>
<td>+7</td>
<td>0.62</td>
<td>2.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Au</td>
<td>+1</td>
<td>1.37</td>
<td>1.34</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>+3</td>
<td>.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>+3</td>
<td>.20</td>
<td>0.23</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ba</td>
<td>+2</td>
<td>1.43</td>
<td>1.35</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td>1.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>+2</td>
<td>.31</td>
<td>.35</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>+5</td>
<td>.74</td>
<td>.74</td>
<td></td>
</tr>
<tr>
<td>Br</td>
<td>-1</td>
<td>1.96</td>
<td>1.95</td>
<td>1.96</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td>.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>+4</td>
<td>.20</td>
<td>.15</td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>+7</td>
<td>.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>+2</td>
<td>1.06</td>
<td>.99</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td>.94</td>
<td>.94</td>
<td></td>
</tr>
<tr>
<td>Cd</td>
<td>+2</td>
<td>1.03</td>
<td>.97</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ce</td>
<td>+3</td>
<td>1.18</td>
<td>1.07</td>
<td>1.07</td>
</tr>
<tr>
<td></td>
<td>+4</td>
<td>1.02</td>
<td>1.01</td>
<td>0.94</td>
</tr>
<tr>
<td>Cl</td>
<td>+7</td>
<td>.26</td>
<td>.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1</td>
<td>1.81</td>
<td>1.81</td>
<td>1.81</td>
</tr>
<tr>
<td>Co</td>
<td>+2</td>
<td>.82</td>
<td>.82</td>
<td>.73</td>
</tr>
<tr>
<td></td>
<td>+3</td>
<td>.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>+3</td>
<td>.65</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>+6</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For a recent and more extensive compilation see:
<table>
<thead>
<tr>
<th>Ion</th>
<th>G</th>
<th>P</th>
<th>A</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mn+2</td>
<td>.91</td>
<td>.80</td>
<td>.80</td>
<td>.46</td>
</tr>
<tr>
<td>Mn+3</td>
<td>.52</td>
<td>.50</td>
<td>.66</td>
<td>.60</td>
</tr>
<tr>
<td>Mn+4</td>
<td>.68</td>
<td>.66</td>
<td>.69</td>
<td>.62</td>
</tr>
<tr>
<td>Mo+4</td>
<td>.68</td>
<td>.66</td>
<td>.69</td>
<td>.62</td>
</tr>
<tr>
<td>N+3</td>
<td>1.2</td>
<td>1.1</td>
<td>1.3</td>
<td>1.2</td>
</tr>
<tr>
<td>N+4</td>
<td>1.43</td>
<td>1.94</td>
<td>1.84</td>
<td>3.7</td>
</tr>
<tr>
<td>Na+1</td>
<td>.88</td>
<td>.93</td>
<td>.94</td>
<td>.98</td>
</tr>
<tr>
<td>Nb+5</td>
<td>.74</td>
<td>.69</td>
<td>.67</td>
<td>.67</td>
</tr>
<tr>
<td>Nd+3</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
<td>1.04</td>
</tr>
<tr>
<td>Ni+2</td>
<td>.78</td>
<td>.69</td>
<td>.69</td>
<td>.69</td>
</tr>
<tr>
<td>NO+6</td>
<td>1.32</td>
<td>1.40</td>
<td>1.5</td>
<td>1.96</td>
</tr>
<tr>
<td>Os+4</td>
<td>.67</td>
<td>.65</td>
<td>.69</td>
<td>.69</td>
</tr>
<tr>
<td>P+3</td>
<td>.44</td>
<td>.35</td>
<td>.34</td>
<td>.34</td>
</tr>
<tr>
<td>Pb+2</td>
<td>.22</td>
<td>.21</td>
<td>.20</td>
<td>.20</td>
</tr>
<tr>
<td>Pb+4</td>
<td>.84</td>
<td>.84</td>
<td>.84</td>
<td>.84</td>
</tr>
<tr>
<td>Pd+2</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
</tr>
<tr>
<td>Pd+3</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td>Fe+6</td>
<td>.47</td>
<td>.47</td>
<td>.47</td>
<td>.47</td>
</tr>
<tr>
<td>Fe+3</td>
<td>1.16</td>
<td>1.06</td>
<td>1.92</td>
<td>.92</td>
</tr>
<tr>
<td>Fe+2</td>
<td>.80</td>
<td>.80</td>
<td>.80</td>
<td>.80</td>
</tr>
<tr>
<td>Fe+3</td>
<td>1.04</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Fe+2</td>
<td>1.43</td>
<td>1.43</td>
<td>1.43</td>
<td>1.43</td>
</tr>
<tr>
<td>Rb+1</td>
<td>1.43</td>
<td>1.43</td>
<td>1.43</td>
<td>1.43</td>
</tr>
<tr>
<td>Re+7</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
<td>.96</td>
</tr>
<tr>
<td>Rh+3</td>
<td>.69</td>
<td>.69</td>
<td>.69</td>
<td>.69</td>
</tr>
<tr>
<td>Ru+4</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
<td>.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ion</th>
<th>G</th>
<th>P</th>
<th>A</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>S+4</td>
<td>.34</td>
<td>.29</td>
<td>.30</td>
<td>.70</td>
</tr>
<tr>
<td>S+5</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Se+3</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
</tr>
<tr>
<td>Se+4</td>
<td>.3</td>
<td>.4</td>
<td>.4</td>
<td>.4</td>
</tr>
<tr>
<td>Se+6</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>Sn+4</td>
<td>.79</td>
<td>.79</td>
<td>.79</td>
<td>.79</td>
</tr>
<tr>
<td>Sm+3</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sn+2</td>
<td>.74</td>
<td>.74</td>
<td>.74</td>
<td>.74</td>
</tr>
<tr>
<td>Sr+2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Ta+5</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
<td>.68</td>
</tr>
<tr>
<td>Tb+3</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
<td>.93</td>
</tr>
<tr>
<td>Te+4</td>
<td>.89</td>
<td>.89</td>
<td>.89</td>
<td>.89</td>
</tr>
<tr>
<td>Te+6</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>Th+4</td>
<td>1.12</td>
<td>1.12</td>
<td>1.12</td>
<td>1.12</td>
</tr>
<tr>
<td>Ti+3</td>
<td>.64</td>
<td>.64</td>
<td>.64</td>
<td>.64</td>
</tr>
<tr>
<td>Ti+1</td>
<td>1.49</td>
<td>1.49</td>
<td>1.49</td>
<td>1.49</td>
</tr>
<tr>
<td>Tm+3</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
</tr>
<tr>
<td>U+4</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
<td>1.05</td>
</tr>
<tr>
<td>U+6</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
</tr>
<tr>
<td>V+2</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
<td>.95</td>
</tr>
<tr>
<td>V+3</td>
<td>.34</td>
<td>.34</td>
<td>.34</td>
<td>.34</td>
</tr>
<tr>
<td>V+4</td>
<td>.4</td>
<td>.4</td>
<td>.4</td>
<td>.4</td>
</tr>
<tr>
<td>V+5</td>
<td>.59</td>
<td>.59</td>
<td>.59</td>
<td>.59</td>
</tr>
<tr>
<td>V+6</td>
<td>.60</td>
<td>.60</td>
<td>.60</td>
<td>.60</td>
</tr>
<tr>
<td>Y+3</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
<td>1.06</td>
</tr>
<tr>
<td>Yb+3</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Zn+2</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
</tr>
<tr>
<td>Zr+4</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
<td>.83</td>
</tr>
</tbody>
</table>
Pauling's Rules for Ionic Structures.

(A) A coordination polyhedron of anions is formed about each cation. The cation-anion distance is determined by the sum of their radii. The coordination number is determined by the radius ratio.

(B) Define the "strength" of a cation-anion bond as the ratio of the cation charge to the cation coordination number. In a stable structure the total strength of the bonds that reach an anion in a coordination polyhedron from all neighboring cations is equal to the charge of the anion.

(C) The linkage of coordination polyhedra in a structure is such that edges, and especially faces, tend not to be shared. If edges are shared they tend to be shortened.

(D) Since sharing of polyhedral edges decreases the stability of a structure, cations with high charge and low coordination number especially do not share edges.

(E) The number of different kinds of atoms in a structure tends to be small.
Pauling's Rules for Ionic Structures.

(A) A coordination polyhedron of anions is formed about each cation. The cation-anion distance is determined by the sum of their radii. The coordination number is determined by the radius ratio.

This rule has three statements.

(a) A coordination polyhedron of anions is formed about each cation (based on the principle that the most stable ionic structure will be one in which the maximum number of anions surround the cation, as the interaction between them is attracting and vice versa. If a coordination polyhedron of cations is thus formed about the anion as well, why does Pauling mention only the cation coordination polyhedron? The reason is that this is the critical coordination polyhedron that determines the coordination numbers in most ionic structures because the anions are larger than cations.)

(b) The cation-anion distance is determined by the sum of their radii. (Well, this is in fact the way we defined the concept of ionic "radii". Two implications of the rule are worth noting. That the distance is determined by the sum of "radii" affirms that establishment of a self-consistent radii is indeed possible. The second aspect of the statement that is worth noting is that we will refer to the arrangement of the large anions in many ionic structures as "close packed". This will indeed be the geometry of their placement but the anions are not in contact. The cation-anion distance being equal to the sum of their radii is what determines the anion-anion distance.)

(c) Coordination number is determined by radius ratio. (If the coordination number becomes sufficiently large that the anions touch, we have paid the price of larger repulsion without gaining the decrease in energy that results from the cohesive cation-anion interaction.)
(B) Define the "strength" of a cation-anion bond as the ratio of the cation charge to the cation coordination number. In a stable structure the total strength of the bonds that reach an anion in a coordination polyhedron from all neighboring cations is equal to the charge of the anion.

This rule — the only one that is quantitative — is a neat way of formulating the expectation that a stable structure will be electrically neutral on an atomic scale as well as macroscopically. Putting all cations in one corner of a cell and placing all anions in the opposite corner would provide a configuration that was electrically neutral, but hardly an arrangement that is one of low energy.

Let's illustrate the application of this rule for RbCl, NOCl, that is described below. The coordination numbers are in each Na⁺, being surrounded by six Cl⁻ "donates" a bond of strength

\[ S = \frac{+1}{6} \]

each Cl⁻ is surrounded by six Na⁺

The sum of the bond strengths is thus

\[ \sum S = 6 \times \frac{1}{6} = 1 \], the charge on Cl⁻.

This result is almost trivial — and will follow for any AB structure because A and B must, from the composition, have the same charge and the same coordination numbers.

The structure of spinel, MgAl₂O₄, provides a less trivial example as there are two cations present with different charge and coordination number.

The coordination number of Mg²⁺ is 4

\[ S_{Mg} = \frac{+2}{4} = \frac{1}{2} \]

The coordination number of Al³⁺ is 6

\[ S_{Al} = \frac{+3}{6} = \frac{1}{2} \]
Each O\textsuperscript{2-} ion in the spinel structure is surrounded by 3 Al\textsuperscript{3+} with bonds that extend in directions that are parallel to the edges of a cube, plus one Mg\textsuperscript{2+} bond in an orientation that corresponds to the body diagonal of a cube. Thus

\[
\Sigma S = 3Mg + 3Al = \frac{1}{2} + 3 \cdot \frac{1}{2} = 2 \text{ the charge of } O^{2-}
\]

The rule also permits the prediction of structural features that are far from obvious!

The invariable (well almost — there exist a small handful of high-pressure oxides in which Si\textsuperscript{9+} enters an octahedral site) structural unit in silicates is a tightly bound SiO\textsuperscript{4-} tetrahedron. These tetrahedra often link by sharing of corners (see next two rules)

The bond strength donated by Si\textsuperscript{4+} is

\[
S = \frac{+/4}{4} = 1
\]

for the O\textsuperscript{2-} at the shared corner

\[
\Sigma S = 2 \cdot \frac{1}{2} = 2
\]

Thus silicate structures can form a mind-boggling array of structures containing rings, chains, sheets or networks of tetrahedra, but only two tetrahedra can share a corner.

Phosphate structures P\textsuperscript{5+}O\textsuperscript{7-3} (the P-O bond, however, has considerable covalent character) would have

\[
S = \frac{+/4}{4} = 1\frac{1}{2}
\]

Therefore PO\textsubscript{4} tetrahedra cannot share corners, must be isolated in phosphates.
$\text{Al}^{3+}$ sometimes has tetrahedral coordination by oxygen

but $\delta_{\text{O}} = \frac{\text{+3}}{4}$ thus 4 the tetrahedra share
corners, that oxygen ion must also be bonded to some
additional cation

Let's, in conclusion, consider the phase $\text{Al}_2\text{PO}_4$. This
composition can form a network of corner-sharing tetrahedra
and the $\text{Al}^{3+}$ and $\text{P}^{5+}$ polyhedra alternate!

$$\text{Al}^{3+} \quad \text{O} \quad \text{P}^{5+}$$

$$2s = \delta_{\text{Al}} + \delta_{\text{P}} = \frac{3}{4} + \frac{5}{4} = 2$$

$\text{Al}_2\text{PO}_4$, it turns out, has structures (there are several) that
are exactly the same as those of $\text{SiO}_2$!!
(C) The linkage of coordination polyhedra in a structure is such that edges, and especially faces, tend not to be shared. If edges are shared they tend to be shortened.

The basis for this rule is that, regardless of coordination number, the cations inside of the polyhedra get progressively closer as the polyhedra share corners, edges and faces.

The origin of the observation in the second part of the rule is that repulsion between the cations in a chain of edge-shared polyhedra will expand, accordion-style.

---

**Diagram:**

The same thing (for similar reasons) will occur for the edges of a shared face (relative to the unshared edges) for a string of face-shared polyhedra.

---

(D) Since sharing of polyhedral edges decreases the stability of a structure, cations with high charge and low coordination number especially do not share edges.

The origin of this observation is that (bond-distance remaining constant) the distance between the cations inside of the polyhedra rapidly decreases as their coordination number decreases.

---

**Equation:**

\[
2 \ d \ \cos 45^\circ = \sqrt{2} \ d
\]
(E) The number of different kinds of atoms in a structure tends
to be small.

This rule — sometimes referred to as "the Law
of Parsimony" — can be interpreted for two meanings
of "different": different structurally or different
chemically. In the structure assumed by a given
compound one would not expect a given species to
be present with many different coordination numbers.
The structure would not have low energy because it would
just be too difficult to fit together efficiently.

The "chemical" difference interpretation would
suggest that if one melted together in a pot all of
the atoms in the periodic table, one would not expect
them to crystallize into a single structure. The cost
of energy to do this for ions of different size with
different coordination numbers as well, would simply be
too great. It would be more efficient to partition the
chemical species into different structures and pay the
price in energy to form the interface between them.
The concept of a "derivative structure"

Certain more complex structures can be related to simpler, more symmetric structures by a perturbation of one sort or another. We intuitively recognize this in statements such as "the rocksalt structure of NaCl looks just like a primitive cubic array of spheres except every other black sphere is replaced by a red one." NaCl may thus be said to be "derived" from a simple cubic array of atoms.

The concept is useful in extending our understanding of simple structures to ones that are progressively more complicated. It is mainly useful, however, because it provides a powerful approach to the determination of certain kinds of structures from diffraction data.

There are four types of perturbations that may be employed separately or in concert to form a derivative. These may be illustrated with one-dimensional structures:

**Basic Structure**

```
  O       O       O       O       O       O       O       O       O
```

**Substitution Derivative**

```
  O       O       O       O       O       O       O       O       O       O
```

**Omission Derivative**

```
  O       O       O       O       O       O       O       O       O
```
Although it might seem that any structure may be regarded as a derivative of any other, the term (introduced by M.J. Buerger) is reserved for cases in which the perturbation results in suppression of symmetry operations that existed in the basic or fundamental structure have been removed. The derivative structures may be seen to have lost some of the loci in the basic structure across which the entire structure could be reflected left-to-right and remain invariant. Also, the translational periodicity of the derivatives has increased. Structures for which this is true are called superstructures. Derivative structures thus, by definition, have a lower density of symmetry operations than the parent structure.
Twelve figures of crystal structures removed for copyright reasons.

SPINEL $\text{MgAl}_2\text{O}_4$

$\bar{a} = 8.083 \text{ Å}$